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Abstract 

Robust sensing of the environment is an essential and safety-critical part of self-driving vehicles. Most of the 

algorithms used for this problem employ sensor fusion to increase the reliability of sensing. The most common is 

the object-level fusion, where separate sensor detections are combined to create an object list. Less common are 

low-level fusion algorithms that compile their detection list from fused low-level input data. The algorithm presented 

here uses low-level (raw) fusion and can remarkably improve the detection accuracy and reliability compared to 

single-camera systems. The proposed detector is aimed for pedestrian detection but is also capable of detecting the 

position of vehicles or other specific objects even in cases when the number of lidar points representing the object 

is low. 

Keywords: autonomous driving, environment perception, neural networks, object detection, sensor fusion

1 Introduction  

One of the critical challenges for the uptake of self-driving vehicles is the development of reliable environmental 

sensing methods. Mono-camera based object detectors can only determine the three-dimensional position using 

homography or by relying on machine learning based solutions, which is not as accurate as stereo camera or lidar-

based systems. Another important aspect to consider here is the speed of detectors, where first of all, the camera-

based systems might be emphasized. Sensor fusion based detectors can be an intermediate solution, combining the 

advantages of both sensors. In object-level sensor fusion, a so-called fused list is generated from a list of objects 

detected separately in the camera image and the point cloud. Another form of sensor fusion is the low-level fusion, 

where the different types of data are jointly processed at a lower level of abstraction. 

The algorithm DD3D [1], uses a mono camera and a network to predict depth information for the image 

sequence. MonoRCNN [2] propose a geometry-based distance decomposition that directly predicts 3D bounding 

boxes from RGB images. CaDDN [3] learns to generate BEV representations from images by projecting image 

features into 3D space. Then, the 3D object is detected using this representation by an efficient detection network. 

US researchers [4] have shown that a modified version of YOLO, written in Darknet, can perform real-time 

pedestrian detection using MobileNet on the Jetson TX2 platform. Researchers at Chengdu University proposed a 

pedestrian detection method based on the improved YOLOv3 algorithm [5]. The software system was implemented 

and verified based on YOLOv3. The experimental results show that the accuracy of the algorithm is improved in 

pedestrian recognition datasets such as the INRIA pedestrian dataset, and further research directions for pedestrian 

recognition technology are discussed. Researchers from National Chung Cheng University [6] proposed a model 

which has introduced a segmentation function that can divide non-overlapping pedestrians in a single image into 

two sub-images. Using network architecture, they performed multi-resolution adaptive fusion on the output of all 

images and sub-images to generate the final detection result. The study performed a comprehensive evaluation of 

several challenging pedestrian detection datasets and finally demonstrated the effectiveness of the proposed model. 

Some networks use only the point cloud from a lidar sensor to detect the objects. Building on the PointNet [7] 

design developed by Qi et al., VoxelNet [8] was one of the first methods to perform authentic end-to-end learning 

in this area. VoxelNet creates voxels and a so called PointNet is applied to each voxel, followed by a 3D 

convolutional middle to consolidate the vertical axis, after which a 2D convolutional detection architecture is 

https://doi.org/10.3311/BMEZalaZONE2022-001
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applied. While the performance of VoxelNet is robust, inference time is too slow for real-time deployment. 

Recently, SECOND [9] improved the inference speed of VoxelNet, but 3D convolutions remain a bottleneck.  

The bottleneck was solved by PointPillars [10], which is still one of the most computationally efficient 

architecture (according to the KITTI benchmark site [11]) designed for 3D object detection tasks in lidar point 

clouds. We can use sensor fusion to overcome the weaknesses of sensors. A proposed method called PointPainting 

[12] uses low-level fusion, where the lidar points are augmented by semantic information being extracted from 

images in the form of pixel categories resulting from semantic segmentation of the image. 

2 Proposed detector 

The built detector uses raw sensor fusion using camera and lidar data. The detector is primarily camera-based 

and augmented with point cloud data from the lidar to determine an accurate spatial position. The detector is 

capable of pedestrian and vehicle detection but is not suitable for orientation estimation alone. Accurate camera-

lidar calibration is required by the method to work properly. 

2.1 Pedestrian detection 

The network is suitable for pedestrian detection, as orientation is not essential for pedestrians. The detector can 

estimate the position based on a few lidar points. Obviously, the larger is the number of points, the higher is the 

spatial accuracy of detections. The network is based on the YOLO [13] algorithm, trained on the MS COCO 

dataset. It is capable of detecting 80 different objects, of which 2 objects are currently used. 

The detector was tested on a custom dataset even under low light conditions. We have tested the system with 

several different types of cameras. The detector uses unique logic to associate the points of the lidar point cloud 

with the detected object in the image, in order to filter out false lidar points. The system uses a 2D box of given 

size being encapsulated in the 2D bounding box of the object to promote the estimation of the 3D position of the 

object. This distance helps to identify valid points inside the defined frustum. 

 

Fig. 1 Predictions of the raw fusion based pedestrian detector 

Fig. 1 shows green rectangles, which are the 3D bounding boxes of detected objects of size being in accordance 

with the pose of the object (in this case human). The red rectangle shows a tracked position represented by a fixed 

size 3D box. 

2.2 Vehicle detection 

In addition to detecting pedestrians, the detector can also determine the position of vehicles or other type of 

objects, however the parameters the parameters of the algorithm must be tuned accordingly. Although the 

orientation is essential for vehicles, the proposed detector is aimed for position estimation only. Vehicle detections 

can be seen in Fig. 2. 
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Fig. 2 Predictions of the raw fusion based vehicle detector 

The method has been tested on the motorway module of the proving ground. Lidar and camera sensors were 

mounted on the overpass barrier and calibrated for this measurement. The range of detection depends on the 

resolution of the camera, the lens as well as on the lidar sensor. If the object recognition algorithm detects a vehicle 

in the image, theoretically a single 3D point is sufficient to estimate its 3D position. In practice, the maximum 

range the detector was efficient at was about ~150 meters (by considering the given sensor setup). 

3 Calibration and hardware setup 

Accurate knowledge of the intrinsics and extrinsics of the camera (wrt. lidar) is essential for the proposed 

detector. The calibration technique proposed in [14] was used to estimate the intrinsics of the camera, which 

requires the camera to observe a planar calibration pattern at a few poses.  

In addition to the camera calibration, the extrinsics wrt. lidar are estimated. The method in [15] is a fully 

automatic and convenient extrinsic calibration method for a 3D lidar and a panoramic camera by using a simple 

printed chessboard as calibration pattern. The method extracts the 3D corners of the chessboard from the lidar 

point cloud. It formulates a full-scale model of the chessboard and fits it to the segmented 3D points of the 

chessboard. Finally, the corners of the fitted model are considered as 3D corners of the chessboard. Given the 3D 

corners and the corresponding projections in the image plane the estimation of extrinsics is converted to a 3D-2D 

matching problem. The such calculated parameters are then used as initial values and are refined by the Levenberg-

Marquardt optimization. 

The method was tested with two cameras (Hikvision, PointGrey) and several lidar sensors. The pedestrian 

detector was tested both indoors and outdoors under different lighting conditions. The system was able to detect 

pedestrians even with the night vision mode of the Hikvision camera. The system could also be used with a thermal 

imaging camera in the future, using an image processing algorithm trained on thermal camera specific data. 

4 Conclusion 

The proposed method is aimed especially for pedestrian detection; however, it might also be useful for 

estimating the position of other types of objects. The detector's framerate depends mainly on the speed of the image 

processing algorithm, which in this case exceeds the 20 FPS of lidars. The average speed of the inference function 

is 30 ms, so the algorithm can run at about 30 FPS. 

 

Fig. 3 Joint usage of the raw fusion algorithm and the orientation estimator network. 
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The detector can easily be extended with an orientation estimation neural network. We have performed such 

experiment, as well at the so-called SmartCity module of the ZalaZONE proving ground. The obtained poses of 

vehicles are shown in Fig. 3. The orientation estimator is based on the YOLO network. Using this combined 

approach, a single lidar point is sufficient together with the camera image to estimate the position and orientation 

of the vehicle.  
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Abstract 

Sensor fusion-based detector utilizes camera sensors to solve the problem of recognizing objects and their 

classifications accurately. This has been proven to increase accuracy compared to single sensor detectors and can 

significantly help with the 3D tracking of vehicles in the sensor system’s area of interest. Even at a distance, where 

no lidar points are available from the target, a high-resolution camera-based detector can easily detect and classify 

vehicles. There is a variety of real-time capable 2D object detector convolutional neural networks, some of which 

are open source. This survey compiles a list of these algorithms, comparing them by precision scores on well-known 

datasets, and based on experimental evaluation completed on camera images taken on the ZalaZONE test-track to 

evaluate the distances at which the detectors first perceived the test vehicles. Additionally, inference times are also 

compared. 

Keywords: 2D object detection, autonomous driving, camera, ZalaZONE 

1 Introduction  

1.1 Context 

Autonomous driving and advanced driver assistant systems (ADAS) can significantly reduce the difficulty of 

the complicated task of driving, and help eliminate human error, ultimately leading to a significant reduction in 

road traffic accidents. One such ADAS example would be the Autonomous Emergency Braking System (AEBS). 

In the event, where a dangerous situation arises, for example a child runs out into the road in front of the vehicle 

equipped with AEBS, the system shall mitigate or avoid a collision by recognizing the dangerous situation, and 

applying the brakes autonomously. Recently, AEBS is tested by Euro NCAP as a standard part of the safety rating 

[1]. 

A key part of any such system is an informative, perceptive and robust environment perception system. One of 

the most difficult, and hotly researched task in automotive environmental perception is object detection. Object 

detection consists of the recognition, classification and localization of relevant objects in the relevant environment 

of the perception system. Within object detection, 2D and 3D object detection have to be differentiated. 2D object 

detection outputs a two dimensional bounding box (usually) in images, in the image coordinate system. The 

bounding box is usually a rectangle given by the top left, and bottom right pixel points, or given by the centre 

point, and width and height of the box in pixels. 3D object detection is focused on outputting the 3D bounding 

boxes of objects in the sensor’s (eventually a global) coordinate system. The 3D bounding box is given by the 

centre point, and width, height and length values in metres, and the heading angles (roll, pitch and yaw) of the 

object. 

Object detection is a fundamental problem in computer vision. Camera-based detectors excel in 2D object 

detection, but lag behind in 3D accuracy compared to other sensors. This paper will focus on the state of the art 

(SOTA) in image based 2D object detection.   

2 Image based object detection 

The task of this paper is to compile a list of the SOTA of image-based 2D object detector algorithms in early 

2022. The main focus will be on object detection, but an instance segmentation algorithm is also worth mentioning.  

Image based object detection is usually approached with deep learning. These, contrarily to classical methods 

can produce robust and accurate detections regardless of the scenario in the image. Within the category of deep 

https://doi.org/10.3311/BMEZalaZONE2022-002
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learning based methods, there exist single-stage and two stage methods. Two stage algorithms usually first create 

region proposals in the image, in which objects are likely, and input the regions into a second network, which 

regresses the exact bounding box, and performs classifications. The most notable two-stage algorithms are the R-

CNN algorithm family. Two-stage methods usually are more accurate, but slower, making them hard to compute 

in real-time. Hence, they are not used in autonomous driving applications. Single stage algorithms (such as YOLO, 

SSD, and RetinaNet) on the other hand can run in real-time, but lack accuracy in certain conditions, such as groups 

of small objects or irregular objects. 

This paper uses the Microsoft COCO (Common Objects in Context) dataset as a reference for evaluating state 

of the art object detectors [2]. 

2.1 Two-stage detectors 

The most important two-stage detectors are the R-CNNs. R-CNN stands for Regions with Convolutional Neural 

Network features, as published in 2014 in [3]. The principle of most two-stage detectors, specifically R-CNN is 

shown in Fig. 1. The network extracts 2000 region proposals from the image (likely containing relevant objects), 

then for each proposal, a CNN computes image features, which are finally classified by an SVM.  

 
Fig. 1 R-CNN architecture [3] 

The problem with R-CNN was that it was slow. Since 2014, the algorithm was improved in Fast-RCNN and 

Faster-RCNN in [4], and [5] making it much faster. Mask R-CNN was presented in 2017, implementing an instance 

segmentation (pixel level classification) solution alongside the object detector with minimal overhead [6]. The 

latest advancement is G-RCNN or Granulated R-CNN, which introduces spatio-temporal information 

incorporation into Fast and Faster R-CNN which improves detection speed and accuracy on videos, or image 

sequences [7]. 

2.2 Single-stage detectors 

One-stage detectors focus on real-time applicability. The most popular of these deep learning models are the 

YOLO algorithms, the SSD, and RetinaNet. The original YOLO paper was published in [8], it’s working principle 

can be seen in Fig. 2. Yolo predicts bounding boxes by using a single neural network by dividing the input image 

into a grid. Each grid cell predicts a number of bounding boxes (anchors) alongside an objectness score (the 

probability of an object being present in the grid cell. The objects are filtered based on this objectness score, and 

the final bounding box is regressed as a distance from the anchor box with the highest objectness score.  

 
Fig. 2 Yolo principle [8] 

Since 2016, YOLO has been updated and improved. The most significant results are Yolov3 [9], Yolov4 [10], 

and recently YOLOR [11]. Yolov3 improved the detection of small objects by introducing upscaling into the fully 

convolutional neural network model. Yolov4 presented an optimal architecture for speed and accuracy in object 

detection. YOLOR (You Only Learn One Representation) is a very recent discovery. The authors found a way to 
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incorporate explicit and implicit learning into the multi-task model training, achieving increased accuracy and 

significant detection speed increase (88% over the scaled Yolov4).  

The current state of the art in object detection on the MS Coco dataset is the Swin Transformer V2 [12]. This 

model, alongside the M-RCNN is an object detector and an instance segmentator. 

Yolov5 is also worth mentioning [13]. This is an open-source Pytorch implementation of object detector models 

(based heavily on Yolov4) as implemented by Ultralytics. A simple Pytorch Hub API call is enough to download 

a variety of models ranging from the Yolov5n to the Yolov5x, which are all pretrained on the MS Coco dataset. 

The models differ in size, thus inference speed and detection accuracy.  

2.3 Metric and Comparison 

The most important metrics for object detectors are the inference time, and the accuracy. Inference time depends 

heavily on hardware and implementation efficiency. As for the accuracy, the most widely accepted metric is the 

AP or average precision. The latest papers publicise the COCO mAP metric of their detectors. This is explained 

fully in [14] and on the COCO website [15]. This metric computes the average precision of detectors with vairable 

Intersection over Union threshold value ranging from 0.5 to 0.95 with a step size of 0.05.  

Table 1 contains the most relevant detectors and their mAP values. Inference speeds are hard to compare due 

to implementation differences, however there is more on this topic in the experimental evaluation section.  

Table 1 Model Coco mAP values [16] 

Name Coco mAP 

Swinv2-G 63.1 

YOLOR-D6 57.3 

Scaled Yolov4 55.8 

Yolov5x (largest Yolov5 model) 55.4 

Yolov5n (smallest Yolov5 model) 34.0 

Mask-RCNN 46.1 

Faster-RCNN 37.4 

3 Experimental Evaluation 

In this section an experimental evaluation is presented of the online available implementations of some of the 

state of the art 2D object detectors.  

3.1 Scenario 

The test scenario was recorded on the ZalaZONE test track, in Zalaegerszeg, Hungary. In the test scenario, four 

test vehicles, equipped with high precision GPS sensors were stationed approximately 20-50m apart, and asked to 

perform a Y turn, then drive away from the sensor. The camera used was a Flir PointGrey camera with 2MP image 

sensor and a 60° HFOV. The relatively low resolution of this camera affects network performance negatively in 

the case of targets at a longer distance. The detectors were evaluated based on the greatest distance they detected 

the retreating vehicles from, and their GPU usage and inference times were recorded. The evaluation was 

performed on a Nvidia RTX 2060 Super with a maximum of 175W power, 7982MiB memory and 7.2 Tflops of 

computing power. 

3.2 Results 

Firstly, the most easily accessable Yolov5 models were evaluated. These models are implemented in Pytorch, 

using the Tensor Cores of the GPU meaning this is a very efficient implementation. The results are surprising, as 

it turns out that the optimal model is the Yolov5l, which works better in this scenario compared to the larger 

Yolov5x. Next, an implementation of M-RCNN is evaluated as a comparison. Keep in mind, that M-RCNN 

precedes the Yolov5 with 4 years. The Gluon model-zoo implementation [17] uses MXNet, and the model 

inference also runs on the GPU. Table 2 compares the results of the Yolov5 models and the M-Rcnn. Stable 

distance refers to every frame being detected, and beyond that until furthest distance, the detector is noisy up to 

Furthest Distance, where the vehicle is lost.  
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Table 2 The results of the experimental evaluation  

Name Inference time 

[s] 

GPU Power  

[W] 

GPU Memory 

[MiB] 

Stable Distance 

[m] 

Furthest Detection  

[m] 

Yolov5n 0.0084 46 1110 90 99 

Yolov5s 0.0086 50 1144 118 124 

Yolov5m 0.0129 55 1236 135 149 

Yolov5l 0.0153 111 1436 164 223 

Yolov5x 0.0234 130 1794 151 218 

M-Rcnn 0.65 175 6065 100 120 

4 Summary 

In this paper, the state of the art of 2D object detection was briefly presented, along with an experimental 

evaluation conducted in a real-world scenario on ZalaZONE. It can be concluded, that Yolov5l is the presently 

most applicable implementation, however promising new results recently became available. Future research will 

include the evaluation of Yolor and Swinv2-G, as their code is also available online.  
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Abstract 

For modern scientific results, it is increasingly challenging to present them in a form that the general public can 

understand. This is particularly true in the field of collaborative intelligent transportation services and connected 

vehicles, where many different platforms and sensors are operating simultaneously. It is important for users to build 

up the necessary trust in the new technology, which is why the presentation of the emergence and interaction of 

collective, platform- and sensor-level environment models is an important area. In this paper, a visualization 

environment that can present the different locally detected and centrally fused objects in real time are presented 

through an example of multiple infrastructure sensors. By statically and dynamically representing the digital twin, 

we can create a world where human users can see their environment through the eyes of individual vehicles, 

infrastructure stations, or the whole system. This, combined with Mixed Reality technology, can produce a result 

that feels real to the human eye and facilitates intuitive understanding of and trust towards the system.  

Keywords: Real-time, Sensor Detections, Sensoris, Unity3D, Visualization 

1 Introduction  

Developments surrounding road vehicles could bring big changes to the transportation systems. In addition to 

the driving assistance systems that are now in almost all new cars, there is increasing talk of self-driving vehicles 

as a soon-to-be available option. Self-driving cars are surrounded by many questions from the general public.  

There are still several directions in which different industrial players are trying to reach the final goal, with different 

solutions for sensing, data processing, decision making and final implementation. Legal issues remain to be worked 

out, who is responsible for decision in self-driving vehicles, especially in case of accidents. Taken together, these 

issues continue to create a lack of trust in the average user [1], which is particularly true for the area of vehicle 

sensing. Knowing human vision, it is difficult to imagine how a vehicle sees, which is why it is important not only 

to be able to use machine vision, but also to present its operation in an appropriate form. 

In the case of self-driving vehicles, people always talk about the vehicle's own perception system, but in 

intelligent transportation systems, the infrastructure itself can also play an active role. Multiple sensors mounted 

on roadside pillars provide greater coverage. By collecting their data on a single central server, a more complex 

digital twin is created [2]. Vehicles plugged into this digital twin can see much more information, with only a 

proper communication system (V2X). Referring to human vision, it is difficult for us to imagine seeing something 

from more than one direction, and the benefits of such a system are therefore harder to bring to the public's 

attention.  

In this paper, we present a visualization system that can display sensor data from independent multiple sources, 

all positioned appropriately on static HD maps, creating an online digital twin. The platform created ensures that 

different systems can be managed in a single environment. Through a central system and Sensoris-based 

communication, the visualization module operates independently of the sensing system. Thus, we have come up 

with a solution that allows people to see the detections of the sensor systems on a large display or through AR 

headsets, projecting them into a digital twin of the real environment. This system can be used to illustrate the 

greater reliability of multi-sensor systems, the greater avoidability of outliers, and thus the robustness of the 

sensing. In the following sections, the interface between the data collecting central server and the Unity 3D 
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visualization tool is presented, and the logic of the visualization and the content of the incoming data also will be 

explained. Finally, the complete visualization system presented in operation, through a real-time application. 

2 Communication Interface for reading and sorting Sensoris data 

To create a solution that can be used universally, it is necessary that the information have to be available in 

some standardized form. For this purpose, we use the SENSORIS standard [3], which provides an appropriate 

descriptive language for objects already detected by sensors and for the senders of detections . Messages from 

different sources are available on a central server, which can be accessed by any actor through a communication 

client module. In our case, the visualization only reads from the server, but additional information also can be sent 

back via the client module. The following subsections describe the C# interface that communicates with the client 

module, and how Sensoris data is transformed into a format that can be handled by Unity. 

2.1 Communication Interface 

Unity provides the possibility to use so called Managed plug-ins [4], which require compiling dll files. By 

choosing this solution, we can create a reusable C# interface that can also manage the packages used by Sensoris. 

The Google Protobuf and Grpc packages are required to manage the Sensoris messages. These can be added to the 

solution in the form of so-called NuGets. While for Visual Studio the NuGet manager is a built-in module, for 

Unity we can add the NuGet manager using a custom-package called NuGetForUnity [5].  

Through the interface built against netstandard 2.0, we can retrieve the real-time messages of the last fusion 

step. A fusion step contains all the incoming messages that have been used to determine the output of the fusion. 

In this case, only the most recent fusion step can be received. This guarantees that the visualization is running in 

real-time, the only delay is the delay of the entire system. 

The IAsyncStreamReader class of Grpc.Core  [6] is used to access the stream. The method call has two 

parameters, the name of the monitored topic and a bool parameter to allow or disallow receiving older messages. 

During real-time playback, the party using the interface receives a list of Sensoris datamessages.  This list reflects 

the latest possible state after each call. However, this also means that, depending on the frequencies of the receiving 

and transmitting, it is possible that a step may be read more than once, or steps may be missed between two calls. 

To deal with this, the frequency of visualization recommended to be higher than the frequency of sensor fusion. 

The messages received through the interface therefore contain a list of elements of type Sensoris DataMessage. 

To manage their contents, additional operations are required, now within Unity. 

2.2 Classification of Sensoris data into Unity classes 

To simplify the handling of the information, the datamessages for a given fusion step are mapped one by one, 

according to a unique class for parsing Sensoris messages. This SensorisParser class is responsible for determining 

the sender of a given datamessage, and for sorting the detections associated by their type. The Sensoris 

specification contains several static and dynamic detection categories, the system can currently handle pedestrian 

and vehicle types. Objects are created for both the sender and the detection, which are populated with different 

parameters based on the Sensoris description. In the case of the sender, the Origin class contains the sender's ID, 

position, and rotation. In the case of detections, a Detection-type object is created, which contains the detection's 

own identifier, its position and rotation, as well as its 3D size, the probability of its existence and the identifier of 

its sender.  

For the determination of the positions and rotations, it is important to find some reference point between the 

real and virtual worlds to create a digital twin. In our case this is a pre-selected null point, which we use as the 

origin of the whole system. The local position, interpreted in Unity's own coordinate system, is given by the UTM 

position relative to this null point. In addition, it was important to convert the incoming data expressed in 

millimeters to meter format and to handle the differences between the coordinate systems. Unity's own coordinate 

system differs from the coordinate system used in the automotive industry, while Unity’s coordinate system is left-

handed, and Y-Up type, the coordinate system of the automotive industry is right-handed, and Z-Up type [7]. This 

means that in addition to the offset and reverse rotation directions, the y and z axes are also swapped. As in the 

case of positions, in all other cases the conversion of the data to metric must be done so that the data has the correct 

type for Unity.  
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3 The logic of the visualization 

The representation of the objects detected by the sensors should be interpreted as a function of time, where a 

packet of messages received from the server represents a specific fusion time snapshot. The received message 

packets, which are sorted into DataMessage type lists, can display different states. Since message reads are 

assigned to fusion steps, the last message packet is always associated with the fusion, and only one packet is 

guaranteed to be read. For the other sensor stations, the structure of the Sensoris topic, called “fusion-utm” 

guarantee that maximum one packet belongs to each sender. Depending on the frequency of the fusion and each 

sender, the Sensoris topic will always store only the most recent message for each sender, and if the frequency of 

a sender is lower, there may be no message part for that sender. The possible contents of messages as a function 

of time are illustrated in Fig. 1. 

 

Fig. 1 Content of the DataMessage Lists over time 

The visualization is always triggered by new incoming information, the visualized detections are moved when 

new information about their state is received. Each list is processed DataMessage by DataMessage, and based on 

their content, new detections may appear, old ones may disappear, or existing ones may be moved to another 

position. Fig. 2 illustrates how each data packet contains detections and the corresponding sender, called Origin. 

 

Fig. 2 DataMessage list’s elements and their content by sender 

A DataMessage can be divided into two main parts in terms of detections. The message always contains 

information about its sender and a list of objects detected by the sender, with their parameters. They are processed 

as described in chapter 2.2. Once the data is available in the Unity-defined classes, the next step is its visualization. 

The first visualization step is a simple task since each object must be represented in the virtual space according to 

its content. The next visualization step must act based on the objects that already exist. To ensure that only detected 

objects that exist at a given moment are displayed, all previous objects belonging to the sender of a given 

DataMessage are firstly deleted from the Scene, and then new detections are displayed according to the new 

message. This step also solves the problem if a particular sender can serve data at a lower frequency than the 

fusion. In this case, the detections associated with that sender will remain on the screen until a new message is 

received from that source. However, this solution raises the question of what happens to the detections if there are 

no more messages from that source, i.e., the sender has left the system for some reason. This has been solved by 

automatically deleting all detections 500 milliseconds after they have been displayed if they have not been deleted 

by another call. 

An important area of visualization is to create virtual reality as a digital twin of reality. HD maps are becoming 

more and more familiar [8] and can easily be used to create a static digital twin of the real environment. These 

maps include their position in the Earth coordinate system, which we use in UTM format. The various sensor 
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stations also know their own positions, and in turn the positions of all the objects they detect. The resulting UTM 

positions can then be used to place the detections exactly where the real objects are in the real world. However, 

we cannot store the whole world in Unity, so only a small part of it is implemented. On this map, we choose an 

origin, whose exact position are known, and then all the other objects are displayed relative to it. Unity provides a 

tool, using local position and rotation parameters, that always returns the position of an object relative to its parent. 

Therefore, both senders and detections are defined as children under the HD map, and their position is given by 

the local parameters. 

To summarize, the visualization receives incoming data packets bound to fusion steps and then handles them 

separately per source. After deleting the previous messages for a given source, new detections are generated 

according to the new content. Meanwhile, the source, i.e., the Origin object, is also represented in its own position, 

represented by a sphere in the case of a sensor station, and by a 3D model of the source in the case of a vehicle. 

4 Real-time application of the visualization system 

The implementation of a system's logic is complete when it works in reality. The system developed has been 

demonstrated on several occasions. In this chapter, this system will be presented.  

 

Fig. 3 Visualized detections from the two stations and the fusion 

In the tested system, two real sensor stations sent their detections to the central system. These detections, as 

well as those generated by the fusion, are displayed in the visualization. In addition, a simulated vehicle was added 

to the scenario, which stopped when pedestrians entered the crosswalk. In Fig. 3, the different sensor stations are 

marked in different colors. Infrastructure sensor station 1 is marked in red, infrastructure sensor station 2 in blue, 

while detections from fusion are marked in green. It can also be seen that small spheres in the images indicate the 

exact location of the stations. It can also be observed that in the image for station 1 only 3 detection cylinders are 

visible, which is due to the occlusion. However, with the two stations, this object is also visible, it is included in 

the fusion detections that are considered to be most robust and reliable. 

 

Fig. 4 The demonstrated system and the AR headset with the mixed reality views 

The system presented was an indoor scenario with a single road and crossing. However, this small system is 

sufficient to demonstrate how the system works. Using Augmented Reality technology, the viewer entering the 

scenario can become a part of the virtual world. Using the Varjo XR-1 headset, the visitor can see everything just 
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as in reality, combined with virtually generated and projected objects to create mixed reality. Fig. 4 shows a part 

of the demonstrated system, with one sensor station mounted on the left, a visualization of the virtual world on the 

large displays, and a tester with AR glasses. The images on the right try to show mixed reality, the image above 

shows a detection and a virtual vehicle during testing in a laboratory room, and the image below shows the virtual 

vehicle driving onto a virtual road, exiting the reality. 

5 Conclusion 

In summary, with the developed solution, it is possible to visualize the already processed data of sensors. The 

advantage of the system is that it can be easily used in conjunction with augmented reality technology and does 

not depend on any licensed software or drivers. The client module makes the visualization completely independent 

of the sensors. The solution used allows detections from multiple sources to be managed in a single environment. 

Just as the detection of pedestrians has been demonstrated, the visualization of detected vehicles is also 

implemented, with multiple tasks from the 3D size and orientation point of view. However, the biggest advantage 

of the system is that it helps the general public understand how collaborative environment perception systems 

work, thanks to augmented reality. A possible future development is to extend the list of visualizable types of 

detections. An important task is to optimize the system and ensure that it can be used in a more compact way. We 

would like to develop a system that can be deployed easily and quickly at all the ZalaZONE proving ground sites 

[9], without the need for engineering work to start a demonstration. 
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Abstract 

Autonomous vehicles have a key role in transportation systems of the future, but there are still many difficulties to 

overcome. Nowadays one of the most critical problems in autonomous driving is the precise and robust detection 

of traffic participants. This paper presents a LIDAR-based 3D object detection method. The algorithm uses HD 

Map to subtract the static background points from the LIDAR point cloud. The remaining points are grouped by 

clustering, then 3D boxes are fitted to the clusters. The object detection method presented in this paper was tested 

on real sensor data collected by a solid-state LIDAR on the highway module of the ZalaZONE proving ground. The 

results showed that the developed algorithm performs as intended in a highway scenario, detecting vehicles even 

more than 100 meters away from the sensor by a framerate of ~20FPS. 

Keywords: background subtraction, HD map, LIDAR point cloud, object detection  

1 Introduction  

One of the greatest challenges for self-driving vehicles is environmental perception, because autonomous 

vehicles rely on information about their surroundings acquired from perception systems. Thus, it is crucial to detect 

the presence of traffic participants like vehicles, pedestrians, and other elements. LIDAR-based perception systems 

have been introduced due to the need for reliable and accurate measurement capabilities [1]. The LIDAR is an 

active sensor which operates by emitting laser and measuring the time for the reflected light to return. The range 

is estimated based on the elapsed time between the transmitted and received signals, resulting in a 3D point cloud 

representing the surrounding environment. Many high-level perception systems use LIDARs to complement the 

lack of depth information in 2D image data captured by a digital camera [2].  

HD maps are highly accurate maps used for autonomous driving purposes, at centimeter-level. High-definition 

maps provide information about the surrounding environment, including map elements as road shape, markings, 

traffic signs while maintaining high accuracy, thus high-definition maps are becoming a key technology for 

autonomous driving systems, although they are typically employed for motion planning applications [3]. However, 

there are already object detection solutions [4] that extract geometric and semantic features from the HD maps to 

improve performance and robustness. 

Lidar-based environment perception algorithms have gone through increasing development in recent years. 

Based on the approach, the most object detection algorithms can be divided into two main groups: classic machine 

vision-based methods such as [5] using occupancy grid for object segmentation and techniques based on machine 

learning as PointPillars [6] adopting 2D convolutional layers to learn point cloud features in order to generate 3D 

bounding boxes for different object classes.  

The aim of this paper is to present a traditional object detection method that only uses 3D point cloud from 

LIDAR as sensor data and benefits from the information contained in a high-definition map. The algorithm uses 

HD Map to subtract the background points from the LIDAR point cloud, then the remaining points are projected 

to the road surface. The projected point cloud is grouped into clusters, then to the clustered points 3D boxes are 

fitted by constructing convex hulls and minimum-area rectangle. 

The method has been tested on real sensor data collected by a solid-state LIDAR installed as infrastructure 

sensor on the highway module of the ZalaZONE proving ground, which HD map is also available. Another 
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important consideration regarding the performance of the proposed object detector was its applicability in real time 

applications.  

2 Methodology 

2.1 Calibration 

The measurements were taken at the highway platform of the ZalaZONE proving ground, where the LIDAR 

was installed as infrastructure sensor in the middle of a bridge over the highway, facing the lanes as shown by 

Fig. 1. 

 

Fig. 1 High-definition map of the highway platform (left). The LIDAR was installed in the middle facing the lanes 

Since only one side of the highway was used for the measurements, the not relevant parts of the HD map were 

removed manually, which resulted a 3D point cloud representing only the lanes being used. In order to reduce the 

complexity of the approach, the remaining point cloud was uniformly subsampled, followed by a transformation 

to a reference coordinate system which in our case was the UTM (Universal Transverse Mercator) frame. For 

estimating the rotation and translation parameters between the two coordinate systems the iterative closest point 

(ICP) algorithm [7] was applied. 

2.2 Segmentation 

Since the highway stretch used for the measurements can be approximated well as a plane, thus the equation of 

the plane is then calculated by using the least-squares method to solve the over-determined linear matrix equation. 

The segmentation task began with the removal of the LIDAR points that are on either side of the road. To achieve 

that, the point cloud was aligned with the XY plane of the UTM coordinate system. By projecting the transformed 

points to the XY-plane, we reduced the problem to 2D.  

 

Fig. 2 Original LIDAR point cloud (left) and the segmented point cloud with the plane from the HD map 

approximating the highway stretch (right) 

The remaining points were located either below or above the road surface. In the following step the 

perpendicular distances - of all kept 3D points - from the approximated plane were calculated. Then, based on the 
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calculated distances, the points closer than a lower threshold and farther than an upper threshold were omitted. As 

Fig. 2. shows, the remaining point cloud contains only points that are reflected from objects on the highway stretch. 

2.3 Fitting bounding boxes 

To fit 3D bounding boxes to the objects, the point cloud is first clustered. Before the clustering the 3D point 

cloud was arranged into a k-d tree representation, then by using the Euclidean Cluster Extraction method of the 

Point Cloud Library [8] the clusters were determined, each representing an object. By setting the minimum cluster 

size to 3 points, the outliers were filtered out. The next step was to fit 3D bounding boxes to the clusters of points. 

For each cluster, a 3D box is fitted based on the minimum area rectangle (MAR), containing points that were 

projected to the plane representing the highway section. This was achieved by determining the convex hull of the 

projected points, thus one of the edges of the MAR will coincide with the corresponding edge of the convex hull. 

Then for each edge of the convex hull, the corresponding minimum area rectangle was determined. Among all the 

possible MARs, the rectangle with the smallest area is selected as the bounding box of the 2D point cloud as shown 

by Fig. 3. For each cluster, the point having the largest distance to the plane of the highway stretch will be 

considered as the height of the 3D bounding box. 

 

Fig. 3 The minimum area rectangle fitted to the convex hull of a projected point cloud 

At longer ranges, where only few points are reflected from the objects, the shape and size of the bounding box 

fitted to the detected object may vary significantly. In order to reduce this effect, points from previous k frames 

(corresponding to the same object) have been aggregated. 

3 Results 

The 3D object detection algorithm presented in this paper was tested on real sensor data collected by a solid-

state LIDAR on the highway module of the ZalaZONE proving ground. Several scenarios were examined with 

multiple vehicles driving at different speeds. As shown by Fig. 4, the algorithm can detect the moving vehicles as 

intended, while also maintaining the framerate of ~20 FPS. The first detections occurred at the distance of around 

150 meters, but the size and orientation of the bounding box fitted to the detected object depends strongly on the 

number of points used, thus the presented method performs better in close range. Setting k to a small value (e.g. 

k=3) improved the bounding box fitting remarkably, on the other hand when taking too many frames into account 

the heading estimation degrades when the object changes direction. As future work, tracker will be incorporated 

into the algorithm in order to get better estimations on the orientation and position of the 3D bounding box. In 

addition, the number of points the vehicle is represented with, maybe used to emphasize the importance of clusters.  
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Fig. 4 The 3D bounding boxes in the LIDAR point cloud. Vehicles were moving on a sine-trajectory 

4 Conclusion 

The presented object detection algorithm can create 3D bounding boxes in LIDAR point cloud data by relying 

on high-definition maps as backbone for background subtraction. Although most object detection algorithms 

operate on a deep learning basis, this approach only uses classical methods. DL based solutions generally depend 

on supervised learning requiring a huge amount of labeled data. The trained network will perform as expected only 

when the setup of sensors doesn’t change (height, angle). For example, LIDARs generate different patterns of 

objects from different positions, thus by changing the mounting height of the sensor may strongly affect the 

detection performance. This traditional solution can be applied for any LIDAR sensor setup, especially in a 

highway environment. 
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Abstract 

In this article, a model predictive controller (MPC) for automated vehicle path following is presented. The MPC 

calculates the optimal steering command based on the prediction of the future states of the vehicle and the reference 

given for the controller. The aim is to minimize the difference between the predicted and the reference states, which 

is ensured by the optimal control input. The MPC control technique applies a vehicle model for state prediction. In 

this paper, a bicycle model is used for state prediction, which model is updated at every time step formalizing an 

LPV-MPC structure. The controller aims to minimize the lateral and angular deviation of the vehicle from a fixed 

path. A reference path is built, on which the controller is tested, showing a good performance. 

Keywords: automated vehicle, MPC, vehicle model

1 Introduction  

The advanced driver-assistance systems, collision avoidance systems, and the different automated vehicle 

functions are getting more popular in recent years. The improvement of automated vehicles allows the potential to 

reduce pollutant emissions, the number of accidents, improve road safety and ensure safer transport. In the 

hierarchical software structure of an automated vehicle, the motion control layer is responsible for the lateral and 

longitudinal motion control of the vehicle. In this article, the authors mainly focus on lateral control, which is 

realized by the steering system in an automated vehicle. The longitudinal dynamics is controlled separately by a 

PI cruise controller. 

In this paper, a MPC is applied for following a path from the numerous existing path following solutions 

presented in [1], [2], and [3]. The authors decided to apply the MPC technique because this controller includes 

both features required for accurate path tracking, are 1) the dynamics of the vehicle is applied for the calculation 

of the necessary steering angle as a control input and 2) the controller has information about the reference path 

ahead of the vehicle. Furthermore, MPC can handle constraints well, in this case, the constraints are applied as 

limits of the actuator intervention, as maximal steering angle values. 

The controller is tested on a predefined path, using different vehicle speeds, the tests proved the practicality of 

the proposed controller, the performance is good, the vehicle can follow the path with small lateral and angle 

errors. The organization of this paper is as follows. Section II describes the applied vehicle models, Section III 

presents the MPC structure, Section IV considers the results, and finally, the results and concluding remarks are 

summarized in Section V. 

2 Vehicle modeling 

Two different vehicle models were applied in this article one for testing the performance of the controller and 

another for state prediction by the MPC.  

2.1 Vehicle model for testing the controller 

A three-state dynamic bicycle model [4] is used for testing the controller in a simulation environment. The 

model considers solely the planar dynamics of the vehicle, the pitching and the rolling dynamics are neglected, 

because these do not have a significant effect on our investigation. The states of the vehicle model are the yaw-

https://doi.org/10.3311/BMEZalaZONE2022-005


Domina et al.: Model Predictive Controller for Path Following Applications 25 

 

rate of the vehicle, the longitudinal velocity, and the sideslip angle at the center of gravity (C.G.). The derivative 

of the states is calculated by (1), (2), and (3). 

 �̇� =
𝑎𝐹𝑦𝐹−𝑏𝐹𝑦𝑅

𝐼𝑧
 (1) 

 �̇�𝑥 =
𝐹𝑥𝑅−𝐹𝑦𝐹𝑠𝑖𝑛⁡(𝛿)

𝑚
+ 𝑟𝑉𝑥𝛽 (2) 

 �̇� =
𝐹𝑦𝐹+𝐹𝑦𝑅

𝑚𝑉𝑥
− 𝑟 (3) 

where r is the yaw-rate, a and b are the distance from C.G. to front and rear axle, respectively, Iz is the moment 

of inertia around axis z, FyF and FyR are the lateral forces at the front and at the rear wheels, respectively, FxR is the 

traction force at the rear wheel, δ is the steering angle, m is the mass of the vehicle, Vx and Vy are the longitudinal 

and the lateral velocity of the vehicle in the ego frame, respectively, and β is the sideslip angle of the vehicle. The 

bicycle model and the notations are shown in Fig. 1, where αF and αR are the sideslip angles at the front and the 

rear axles, respectively. 

 
Fig. 1 Three-state bicycle model 

The lateral dynamics of the tires is modeled by a Brush tire model (4), (5) which is enhanced with a ζ derating 

factor (6) at the rear wheels for considering the reduction of the maximal transferable lateral force. At the front 

wheel, the value of ζ is fixed as ζ=1 since there is solely lateral force applied, assuming a rear-wheel-drive vehicle. 

 𝐹𝑦 = {
−𝐶𝛼 𝑡𝑎𝑛(𝛼) +

𝐶𝛼
2

3𝜁µ𝐹𝑧
|𝑡𝑎𝑛(𝛼)| 𝑡𝑎𝑛(𝛼) −

𝐶𝛼
3

27𝜁2µ2𝐹𝑧
2 𝑡𝑎𝑛

3(𝛼), |𝛼| ≤ 𝛼𝑠𝑙

−𝜁µ𝐹𝑧𝑠𝑔𝑛(𝛼), |𝛼| > 𝛼𝑠𝑙

 (4) 

 𝛼𝑠𝑙 =
3𝜁µ𝐹𝑧

𝐶𝛼
 (5) 

 𝜁 =
√(µ𝑅𝐹𝑧𝑅)

2−𝐹𝑥
2

µ𝑅𝐹𝑧𝑅
 (6) 

where Cα is the cornering stiffness of the tires, α is the sideslip angle, µ is the friction coefficient, Fz is the 

normal load on the wheels. The sideslip angles are calculated by (7) and (8). 

 𝛼𝐹 = 𝑎𝑟𝑐𝑡𝑎𝑛
𝑉𝑦+𝑎𝑟

𝑉𝑥
− 𝛿 ≈ 𝑎𝑟𝑐𝑡𝑎𝑛 (𝛽 +

𝑎

𝑉𝑥
𝑟) − 𝛿 (7) 

 𝛼𝑅 = 𝑎𝑟𝑐𝑡𝑎𝑛
𝑉𝑦−𝑏𝑟

𝑉𝑥
≈ 𝑎𝑟𝑐𝑡𝑎𝑛 (𝛽 −

𝑏

𝑉𝑥
𝑟) (8) 

2.2 Vehicle model for state prediction 

While the MPC is a discrete-time controller structure, a continuous-time state-space representation of the 

vehicle is formalized and transformed to a discrete-time model. The state-space representation of the vehicle is 

calculated at every time step based on the current state of the vehicle. A lateral dynamic bicycle model (9) is 

applied for state prediction which is presented in [5], the state vector is x=[𝑒𝑙𝑎𝑡 ⁡�̇�𝑙𝑎𝑡 ⁡𝑒𝑎𝑛𝑔⁡�̇�𝑎𝑛𝑔]T, where elat is the 

lateral error, eang is the angle error, the derivative of the vehicle state vector is calculated as �̇� = 𝐴𝑥 + 𝐵𝑢. 

 𝐴 =

[
 
 
 
 
 
0 1 0 0

0 −
2𝐶𝛼𝑓+2𝐶𝛼𝑟

𝑚𝑉𝑥

2𝐶𝛼𝑓+2𝐶𝛼𝑟

𝑚

−2𝐶𝛼𝑓𝑙𝑓+2𝐶𝛼𝑟𝑙𝑟

𝑚𝑉𝑥

0 0 0 1

0 −
2𝐶𝛼𝑓𝑙𝑓−2𝐶𝛼𝑟𝑙𝑟

𝐼𝑧𝑉𝑥

2𝐶𝛼𝑓𝑙𝑓−2𝐶𝛼𝑟𝑙𝑟

𝐼𝑧
−
2𝐶𝛼𝑓𝑙𝑓

2−2𝐶𝛼𝑟𝑙𝑟
2

𝐼𝑧𝑉𝑥 ]
 
 
 
 
 

,⁡⁡⁡⁡⁡𝐵 =

[
 
 
 
 
0

2𝐶𝛼𝑓

𝑚

0
2𝐶𝛼𝑓𝑙𝑓

𝐼𝑧 ]
 
 
 
 

  (9) 
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The vehicle model applies a linear tire model, where the lateral force is linearly proportional with the sideslip 

angle for the entire sideslip domain, which approximation is considered correct if the tires operate on the linear 

region of the tire characteristics which is shown in Fig. 2. 

 
Fig. 2 Characteristics of a tire 

The lateral and angular errors are interpreted at the closest point of the reference path. 

3 MPC structure 

The controller aims to drive the vehicle along the path while the lateral and angular errors converge to zero and 

stay at this value. The basic advantage of MPC is the continuous online optimization based on a built-in system 

model. The controller computes the series of the optimal control inputs in every time step as a row vector for a 

fixed horizon which is the control horizon (Nc) and applies only the first element of the vector on the controlled 

system. The control objective is defined by a cost function that needs to be minimized by the optimization. In this 

case, the cost function is (10) 

 𝐽 = (𝑅𝑆 − 𝑌)
𝑇(𝑅𝑆 − 𝑌) + 𝛥𝑈

𝑇�̅�𝛥𝑈 (10) 

where Rs vector contains the reference, which is a zero vector in this case, since the reference lateral and angle 

errors is zero, Y is the system output vector and U is the control input. The reference is defined as (11), where r(ki) 

contains the zero values as references. 

 𝑅𝑆
𝑇 = [1⁡1⁡. . 1]⏞    

𝑁𝑝

𝑟(𝑘𝑖) (11) 

 𝑌 = 𝐹𝑥(𝑘𝑖) + 𝜙𝛥𝑈 (12) 

 𝐹 =

[
 
 
 
 
𝐶𝐴
𝐶𝐴2

𝐶𝐴3

⋮
𝐶𝐴𝑁𝑝]

 
 
 
 

; ⁡𝜙 =

[
 
 
 
 

𝐶𝐵 0 0 ⋯ 0
𝐶𝐴𝐵 𝐶𝐵 0 ⋯ 0
𝐶𝐴2𝐵 𝐶𝐴𝐵 𝐶𝐵 ⋯ 0
⋮ ⋮ ⋮ ⋱ ⋮

𝐶𝐴𝑁𝑝−1𝐵 𝐶𝐴𝑁𝑝−2𝐵 𝐶𝐴𝑁𝑝−3𝐵 ⋯ 𝐶𝐴𝑁𝑝−𝑁𝑐𝐵]
 
 
 
 

 (13) 

where F and 𝜙 are used for predicting the states for the prediction horizon. In this paper, the control horizon 

and the prediction horizon are treated as equal values as Np = Nc. The value of J is minimal when the first derivative 

of J is equal to zero. The optimal solution for the control signal ΔU is 

 𝛥𝑈 = (𝜙𝑇𝜙 + �̅�)−1𝜙𝑇(𝑅𝑆 − 𝐹𝑥(𝑘𝑖)) (14) 

In (14) R is reflected in the size of ΔU when the objective function J is made to be as small as possible. R is a 

diagonal matrix  

 �̅� = 𝑟𝜔𝐼𝑁𝑐×𝑁𝑐⁡(𝑟𝜔 ≥ 0) (15) 

where rω is used as a tuning parameter. In the case that rω=0 represents the situation where we would not want 

to pay any attention to how large the ΔU might be and the goal would be solely to make the errors as small as 

possible. In the case when rω is large the cost function describes a situation where would carefully consider how 

large the ΔU might be and reduce the error. 
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4 Results 

A reference path is built for testing the controller, the tests are conducted at different vehicle velocities. The 

path is shown in Fig. 3, while the results are presented in Fig. 4 and Fig. 5 for the 40 km/h and the 50 km/h cases, 

respectively. 

 
Fig. 3 The reference path 

 
Fig. 4 The simulation results at 40 km/h 

 

Fig. 5 The simulation results at 50 km/h 
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As shown by the steering angle in Fig. 5, the controller tends to become unstable at 50 km/h, due to the higher 

sideslip angles reached at the corners. As stated before, the state prediction is based on a linearized tire model, 

which is modeling the tire behavior correctly solely on the linear region. Beyond the linear region, the state 

prediction becomes incorrect which is responsible for the limited application of the controller. However, at 

moderate vehicle velocity, the controller shows an accurate and stable path following performance. 

5 Conclusion 

In this paper, a MPC for automated vehicle path following application is proposed. The controller proved to be 

stable until 50 km/h vehicle velocity, where the predicted and the real states are started to deviate from each other 

due to the nonlinearities of the tires. Thus, the proposed controller is applicable until the tires are operating on the 

linear region. 

Possible further research direction is the inclusion of the tire nonlinearities into the state prediction, e.g. apply 

a LTV-MPC structure, or nonlinear MPC methods, the disadvantage of which is the higher computational 

requirement.  
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Abstract 

The ZalaZONE Automotive Proving Ground can provide multiple controlled and safe test environments which 

becomes essential when various measurements and field tests are required for different vehicle-related scientific 

research projects. The Motorway and Smart City platforms are detailed models of a real highway section and a 

densely populated city area. These test sites were used to set up multiple field tests for various Intelligent 

Transportation Systems related research projects we are working on. Various measurements were performed by 

deploying multiple sensors of different types along the Motorway module as well as in the SmartCity zone in form 

of sensor stations. The Smart City platform was used to perform pre-accident specific scenarios and collect 

corresponding data in order to support the development of methods which are aiming for the recognition of traffic 

situations where the occurrence of an accident is highly probable. 

Keywords: ground truth powered measurements, multi-sensor measurement, multi-station system 

1 Introduction  

To test already developed methods or start the implementation of new algorithms, sometimes test data becomes 

indispensable. Collection of such data often proves to be difficult, especially when it is related to specific traffic 

situations or diverse traffic environments. Both cases involve the use of vehicles, which need to be operated in a 

safe, controlled environment to avoid damage in life or property. Although, the use of a public road section for 

testing and data collection might be an alternative [1], this solution would require significant preliminary 

organization work. Furthermore, tests performed on public roads cannot easily be repeated if such demands arise. 

To overcome this barrier, numerous automotive proving grounds are built, several of them can offer high detail 

models of different traffic environments, as well. At these locations the tests are easy to set up and perform, all the 

participating drivers can be skilled official test drivers, who can safely perform the different traffic scenarios. The 

participating cars can be altered or equipped with additional test equipment according to current demands. 

In Hungary, the ZalaZONE Automotive Proving Ground provides this environment for various tests and related 

measurements. It has seven main modules, some of them are optimized for technical vehicle tests, like the Dynamic 

Platform or the Braking Platform. There are also modules enabling to perform testing in diverse environments 

such as highway, rural road or densely populated areas. During the planning and building, the proving ground was 

carefully optimized to support wide range of autonomous car tests [2, 3]. 

2 Measurements at ZalaZONE 

Many projects hosted by BME Automated Drive Lab are linked to a cooperative perception system [4], which 

is currently under development. The research project reached the state of small-scale testing at designated sites 

appropriate for sensor deployment. However, before the deployment of sensors a lot of questions must be answered 

regarding the sensor types and sensor setup. Preliminary simulations were performed to find the theoretically 

optimal configuration for infrastructure sensors. Beside the simulations, real life tests were also needed to identify 

further potential problems. For the evaluation of our sensor system, the Motorway platform of ZalaZONE was 

selected. The platform is an actual highway section, with an overpass. This bridge can be seen in Fig. 1 which 
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provided the possibility to set up the experimental sensor system above the road surface in any chosen point in 

lateral direction. 

 

Fig. 1 Motorway platform with the overpass element (left) and Smart City module (right) of ZalaZONE Vehicle Proving 

Ground  

One of the planned features of the cooperative perception system is the ability to extract specific scenarios. 

After the development of this feature, the system will be able to recognize traffic situations where an accident is 

imminent with high probability and trigger recording. Such recorded data might be useful for automotive 

companies and accident reconstruction. In order to develop this feature, data covering various scenarios is required. 

For this purpose, highly dynamic tests were planned and performed to collect the necessary data. The Smart City 

platform was used to perform these tests. This module represents a densely populated city area, with crossroads, 

and pedestrian crosswalks. An appropriate crosswalk region has been selected as the location of preplanned highly 

dynamic scenarios. 

Both the Motorway and Smart City platforms were scanned by a high precision digital mapping system, thus 

high-density point clouds are also available. These models have precise position information wrt. a global 

coordinate system for every point in the corresponding point clouds. 

2.1 Multi-station data recordings 

On the Motorway platform, multi-station test measurements were conducted. For the tests, two recording 

stations were deployed. Each station collected camera images and LiDAR point clouds with its own sensor set. 

The stations were synchronized in time - by using NTP (Network Time Protocol) [5] - to the clock of the GPS 

system with Cohda devices. This allowed proper comparison of the two recordings. The first station (Station A) 

was deployed onto the railing of the overpass element. The sensors were located at approximately 6m height above 

the ground. In lateral direction, the sensors were in the middle of the left half (incoming traffic direction) of the 

Motorway section. The second station (Station B) was placed at the left side of the left half of the road. The sensors 

were near the side railing of the road. The setup is shown by Fig. 2. Station A was equipped with a 4D traffic radar, 

a camera and a LiDAR unit. The camera was a 2MP unit with 60° FOV (Field Of View) lens. The image rate was 

30 frames per second, global shutter mode was used to eliminate the distortion of fast-moving objects in the image. 

The LiDAR units at Station A were a close-range unit, with 64 laser beams, all directed horizontally in range 

between 0° and -45°, and a long-range type with 128 laser beams. Station B consisted of a 2MP camera, and a 

long-range type LiDAR. The data collection at each station was performed by a nearby PC, with RTMaps data 

logging framework. This framework saves all data with timestamps and can play back the recordings synchronized 

in time. 

Calibration points were selected and measured with a GNSS device in order to estimate the extrinsics of sensors 

wrt. UTM frame. The marked calibration points have been acquired by cameras as well as by LiDARs of both 

stations. This information allowed to project the point clouds from each local coordinate system to a global one, 

merging the separate point clouds into a single cloud, resulting higher point density. For extrinsics estimation the 

Levenberg Marquardt optimization algorithm [6] and the Iterative Closest Points method [7] were used. 

The test vehicles were equipped with high precision GNSS devices to log their precise position and orientation. 

This information was considered as ground truth. Two of the test vehicles were instructed to drive besides each 

other and the third vehicle had to follow them in the inner lane. This scenario was performed with different speed 

levels: 50km/h and 100 km/h. 
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Fig. 2 Station B (left) and Station A (right) 

2.2 Multi-sensor perception and LiDAR performance tests 

Multiple types of LiDAR sensors are available on the market, but to choose the appropriate type to be used in 

a given traffic environment additional information was necessary. Simulations were carried out to evaluate the 

performance of 360° horizontal FOV mechanical rotating units and solid-state technology-based types, with 

smaller FOV but increased resolution. According to the simulation results, when the sensor set is deployed in a 

road crossing, the 360° types are far more cost effective, and the available resolution is sufficient for the required 

detection range. In a highway environment, a solid-state LiDAR can have advantage over the rotating one. Since 

the region of interest can be defined by two frustums, the points falling outside this region (provided by 360° FOV 

LiDARs) are neglected. However, the reduced FOV of the solid-state variant comes with an increased resolution, 

which means, that the objects are represented by more points in a point cloud at a given distance compared to the 

rotating variant. This phenomenon extends the detection range, as well. Before the final decision regarding the 

sensors used in the highway environment, the simulation results were verified by various field tests with actual 

sensors. The field tests were conducted on the Motorway element at ZalaZONE proving ground. 

During the tests, we tested a complex perception architecture, consisting of numerous sensor types. Also, 

different LiDAR devices were evaluated. The perception equipment included a traffic radar, a 2MP camera with 

60° FOV lens, a far infra-red thermal imaging camera, and the evaluated LiDAR units. The reference types were 

a 64-channel variant for close-range, and a 128-channel variant for long-range. The evaluated units were a close-

range type with 32 channels and a 128-channel long-range variant. On the second test session, the perception 

system was a simplified version of the first setup, i.e. beside the 2 MP camera, and the reference LiDAR, a solid-

state type lidar was used as the evaluated item. In both cases, the data recorders were synchronized to the GPS 

time with Cohda devices. Fig 3. shows the two sensor setups.  

 

Fig. 3 Perception sensor system at the first test session (left) and at the second test session (right) 
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2.3 High dynamic traffic situation tests 

The development of the scenario extraction feature of the cooperative perception system started with the data 

collection phase. An appropriate cross walking has been selected, and a mobile sensor setup was deployed. The 

setup consisted of a 64 channel mid-range LiDAR, a 2MP industrial camera and an IP camera. The recorded 

scenarios were traffic situations, where a vehicle with high speed is approaching a turning vehicle or a pedestrian 

who walks across the road and must brake hard to avoid the accident. These scenarios were hazardous for human 

safety and for the test cars, thus professional test drivers had to perform the scenarios. As pedestrian a controllable 

dummy was used. Fig. 4 shows the testing scene. 

 

Fig. 4 The sensor station, the dummy, and the calibration point markers 

3 Results and Conclusion 

The recorded data during the above-mentioned test measurements is slightly more than 565GB-s of point clouds, 

camera images, radar object lists and GNSS information from the test vehicles and the calibration points. The recorded 

data is useful for testing and validating functions of the cooperative perception system and to give support for various 

environment perception related activities as for instance the automatic label injection, object detection in point clouds 

with classical methods, low level sensor fusion-based 3D detector development, etc. For example, the GNSS positions 

of the test vehicles can be visualized as Fig. 5 shows. The dense areas of the test vehicles are scanned by the nearby 

Station B. The point cloud from Station A shows the front sides of the vehicles, which are occluded from the other 

LiDAR sensor, and the second measurement station itself.  

 

Fig. 5 Visualized GNSS ground truth in the merged point clouds of LiDAR sensors 
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Abstract 

One of the state-of-the-art trends in intelligent transportation systems research is the development of real-time 

digital twin technologies and their applications for increased safety and autonomy on the roads. The areas of 

deployment also include test tracks, logistic yards, factories, hospitals, airports, railways, and any such constrained 

and managed environment where transportation automation may be of benefit. While applying the same principles 

as for open road networks, managed environments allow the efficient deployment of optimally distributed sensory 

infrastructure while also observing certain simplifying assumptions (constraints on the expected scenarios), both 

factors leading to earlier adoption and ROI. In the case of fleets or swarms of automated vehicles, certain cost 

savings can be enacted by recovering the environmental model exclusively from infrastructure sensors. However, 

such a setup is never exempt from the necessity of occasional manual intervention performed by a teleoperator. In 

our current paper we explore system and HMI designs that would facilitate safe and efficient on-demand 

teleoperation functionality in such a system. 

Keywords: digital twin, ITS, real-time, teleoperation  

1 Real Time Digital Twin 

There is an increasing demand for functionalities and services that can be derived from the real time digital twin 

of highly automated environments. A highly automated environment consists of a distributed system of 

heterogeneous platforms that must work together towards common and individual goals. Smart roads and 

intelligent and connected vehicles of the future comprise such an environment. Logistic, agricultural, and military 

uses also come to mind as related areas with some overlapping requirements. Advances in highly automated 

manufacturing colloquially known as industry 4.0 [1] point in a similar direction: an Internet of Things (IoT) 

network of subsystems must establish efficient cooperation even though aspects of sensing, decision making, and 

control are highly distributed. 

While the employed solutions and technologies differ depending on the application, real time digital twin 

systems can be most beneficial when the task to be solved involves a distributed environment perception problem. 

The objective of the digital twin is to maintain a real time, consolidated and consistent digital replica of the 

environment [2]. This joint model should be more reliable and complete than any model the individual perception 

systems could provide by themselves. A clear case is provided by objects that cannot be detected from a given 

platform due to cover or the lack of appropriate sensors. Another, slightly related case is the need for coordination 

of platforms in certain tasks, or their remote management. 

The digital twin can be established in the cloud or on the platforms themselves. A logically centralized digital 

twin can be physically centralized, or physically distributed. We can also imagine cases where several competing 

or complementary digital twins might be employed, as in the case of peer-to-peer communicating platforms. In 

this paper we will explore the possibilities relating to the cloud-based, logically centralized digital twin. The exact 

deployment of the data processing steps (platform-side, edge-side and central) will be of less consequence to our 

discussion. For more details on the implementation of intelligent transportation and automotive digital twin 

systems of the mentioned type, refer to previous work, notably including [2] and [3]. 

The specific problem we want to address within the context of the digital twin is the task of manual teleoperation 

of the participating platforms. This kind of task is expected to come up in nearly any industrial use-case or scenario, 

as the business workflow must be ensured even in case of environmental disturbances or platform malfunctions. 

https://doi.org/10.3311/BMEZalaZONE2022-007
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A cost-effective method of mitigating a large proportion of such situations is remote human teleoperation of the 

otherwise autonomous system. Another field of interest is telemanipulated robotics that focuses on remotely 

solving dexterous tasks with humanoid machines and robotic arms [4], operating in harsh environments like 

elevated radiation risk [5], or solving complex tasks that require specific and remote expertise like surgeries, see 

[6]. 

In this paper we explore how such tasks can be approached when a real-time digital twin of the operation 

environment is readily available. 

2 Teleoperation workflow 

Teleoperation can proceed according to different workflows and can require different approaches strongly 

dependent on the constraints of the communication medium – latency and bandwidth [7]. Below we describe some 

high-level ideas for a general approach that is suitable for most use cases involving a number of teleoperable 

platforms and a – usually much smaller – number of operators. 

The teleoperation task in general begins with a triggering event, which first stops certain aspects of the ongoing 

automation, second it generates a notification towards the teleoperating personnel. The operator then decides 

whether to solve the situation using manual remote-control subsystems or to further escalate it. After the situation 

has been solved, the control must be handed back to the automation system. Thus, the simplified sequence of 

phases in a typical teleoperation workflow are: 

 Handover phase 

 Teleoperation phase 

 Handback phase 

2.1 Handover phase 

The handover phase consists of three discernible (but not necessarily sequential) steps for the platform: 

 it begins with the detection of the trigger event, 

 it continues with an emergency maneuver intended to stop affected aspects of the automation, 

 and it finishes by issuing an event update towards some (centralized) event broker. 

 

The platform steps are then followed by steps taken by the notification subsystem and the operator: 

 incoming events generate necessary notifications towards affected parties (operators), 

 operators confirm receipt and acknowledgement of notification, 

 operator initiates coordinated handover of control to the operator. 

 

The digital twin can be especially useful in detecting the trigger event, in coordinating the emergency maneuver, 

and in serving as the event, notification and handover broker. We will explore these possibilities step by step. 

2.1.1 Trigger event detection, maneuver, and update 

Detection of the triggering event is more likely and more accurate if a platform can rely on sensors of other 

platforms as well. This can also be cheaper or even unavoidable if outside (off-platform) sensors are in some way 

more suited for the task, e.g. a loitering drone (single or swarm) over the field of operations. In this case, the central 

system performs the fusion of the incoming data streams to produce a unified environment model. Real-time 

requirements, especially regarding raw data processing and communication channels, are crucial in this regard. 

Such requirements will finally decide whether processing is done on-platform and whether raw data is 

communicated. It is often the case that only processed metadata is sent to the cloud. Therefore, central fusion 

usually occurs at object-level. For example, the current spatial state of intelligent platforms and other important 

participants or obstacles is estimated in real time based on incoming detection or track streams. The detection of a 

trigger event pertaining to one or more platforms must then occur also in real time, and preferably on the integrated 

environment model that is considered most robust. 

In fact, trigger events can be detected in three main ways: (a) a platform locally detects a trigger event pertaining 

to itself, (b) a platform locally detects a trigger event pertaining to other platforms (as well), and finally, (c) the 

central system detects an event that affects one or more platforms. In case (a), the emergency maneuver should be 

initiated immediately, and the event update sent to the central broker. In case (b), the event update must be sent to 

the cloud: the affected platforms are immediately notified by the central system to perform the proper maneuvers. 
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This can also be achieved in a peer-to-peer (P2P) fashion. The triggered platforms must take care to deduplicate 

events which might point to the same situation only detected from different broadcasting sensory platforms. When 

case (b) is implemented with central processing, however, the deduplication is a form of data fusion that happens 

centrally. Case (c) assumes that fusion of perception sources happens on a lower level, prior to the event detection. 

In all cases (b) and (c), and sometimes even (a), event data is backpropagated to the appropriate platforms 

without delay allowing them to perform the emergency maneuver in time. The exact maneuver decisions and 

controls are calculated either on the platform itself, or in the cloud. How this is handled depends not only on the 

compute capacity of the setup, but also on whether the set of environment data necessary for maneuvering is more 

readily available in the cloud (via collective perception) or on the platform (via unique sensors that are not 

connected to the central system). The best of both worlds is achieved when the platform receives a fused collective 

perception data stream from other sensing platforms and installations, while also having access to its own sensors. 

2.1.2 Notification and handover 

Every time a trigger event occurs for a platform, an update is dispatched to the central broker and awaits further 

processing to notify operators. A subscribe-publish scheme can be implemented to allow different stakeholders to 

be notified of different events via different channels, and even using differing schedules (e.g. some may need 

immediate SMS notification while some may just want a weekly summary in their email). For audit purposes, it 

might be important to develop ways to confirm the date and time of notification receipt and acknowledgement. 

Since the requirements for the notification system are fairly general, certain software tools like [8] may already 

support much of the required functionality out of the box. 

The central system can also act as an arbiter for the handover, especially when multiple operators might want 

to take control of the same system at the same time. The management of the teleoperation state of the platforms 

can be handled centrally. 

2.2 Teleoperation phase 

Using the digital twin approach to teleoperation, the advantages over classical manual operation go beyond the 

reduction of the need for personnel to be present physically (passively on alert or actively operating) at various 

locations, sometimes in rapid succession. Notably, extended perception, virtual reality and central management 

aspects contribute to unique and crucial capabilities that cannot be delivered by traditional setups. 

2.2.1 Extended perception 

The digital twin allows for extended environment perception using multiple sensors and sensors of different 

platforms. This can have several advantages, starting with the obvious capacity to teleoperate based on raw data 

from many disparate sources. Relevant camera images (or other sensor data) can even be injected dynamically into 

the teleoperation user interface according to the state (e.g. position and trajectory) of the controlled platform and 

its relation to all the surrounding intelligent platforms and installations. 

We note that the conventional kind of teleoperation that relies on a single sensor data stream (video camera 

without a digital twin) usually reduces the situational awareness of the operator, as it usually lacks both spatial and 

modal aspects of the data – e.g. a fixed field of view and no audio. Extended perception allows more precise and 

safer remote manual control not only due to better situational awareness of the teleoperator, which is the major 

factor, but also as it enhances the possibility for further electronic assistance mechanisms like collision avoidance 

(emergency braking), and other ADAS (automated driving assistance) and related functions. 

2.2.2 Visualization 

Since some (or all) data may also be available in processed form, the concept of extended perception can be 

visualized in an augmented reality continuum ranging from a collage of video streams (entirely real) up to a 3D 

simulation (entirely virtual – so called synthetic vision systems [9]), including all stages in between (e.g. point 

clouds and bounding boxes projected on images and other attention assistance and information conveying methods 

much like heads-up displays on modern aircraft). Certainly, in visualizing such complex environments, augmented 

reality (AR) glasses can be of great help, for instance see [10]. The ergonomic design of such interfaces is of 

notable importance, as they must support the recommendation, choice, and visual integration of the most relevant 

and useful information streams. A typical problem of data integration and joint visualization may arise around 
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time synchronization of different data streams due to a range of factors including differing latencies experienced 

on various channels. 

2.2.3 Central management 

Intelligent coordination of automatically and remotely controlled operations quickly becomes a requirement in 

any system that has a large number of platforms and/or teleoperators. Besides unified handling of authentication, 

authorization and other security related issues, resource allocation and deconfliction are also among the obvious 

benefits of central management, another one is auditing. A further benefit can be that the heterogeneity of the 

platforms can be encapsulated and made transparent to the user, who only must know how to access the central 

teleoperation interface. 

It can be argued that the necessity for centralization could become even more pronounced if the controlled 

system is a complex machine that requires the simultaneous coordination of several operators (e.g. certain military 

platforms), or conversely, if several simple machines have to coordinate in a common environment. The same is 

true for coordinating manual control in semi-automatic platforms and in environments with platforms of various 

levels of automation. 

2.3 Handback phase 

The central system setup can aid the operator in finding the proper time, location, mode, etc. for the re-

automation or handback of a given aspect of control, with particular regard to other platforms’ state and the mission 

objectives. The central system can also oversee the timed handback at a later or more opportune moment without 

the need for the operator’s intervention or presence. The mission of the re-automated platform can be a default 

mission, one defined by the operator via the central system, or one chosen by an algorithm that decides using the 

central environment and system state model. 

3 Conclusion 

We have examined the theoretical possibilities of teleoperation in highly automated environments with a 

centralized real-time digital twin. We conclude that depending on the problem type and complexity, there can be 

significant potential benefits to be explored and exploited using the digital twin setup. The benefits derive from 

two main properties: the common environment model allows better event detection, maneuvering and teleoperation 

via extended perception, while the central state management of the system helps with resource allocation, 

notification and auditing. 
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Abstract 

This paper describes a simulation of a specific accident reconstructed in PreScan software. Through this, we show 

that the PreScan software can be efficiently applied in accident reconstruction, particularly the operation of ADAS 

systems can be explored and analyzed. Beyond this, we also demonstrated during our research that the investigated 

simulation environment can be used efficiently to evaluate the reliability and safety of electronic control units 

developed to control highly automated vehicle functions. Consequently, we also proved the applicability of concept 

related to the hybrid multi-agent simulation environment (especially considering the ZalaZONE ecosystem) 

including differently controlled components (e.g. fully autonomous, human-driven or highly automated vehicles). 

In the simulation, we examine the Adaptive Cruise Control (ACC), Lane Keeping Assist (LKA), and Automatic 

Emergency Braking System (AEBS) in the accident. Evaluating the results, we found that the lane-keeping system 

is very sensitive to the quality of pavement signals. In the selected case, poor-quality signs likely played a major 

role. On the other hand, it was clear that the properly working safety systems would have been effective in reducing 

collisions speed, and a longer tracking distance would have had a positive effect. In the case of the adequate 

operating FCW, the driver would have had sufficient time to intervene and stop the vehicle. In the final section, we 

analyzed how PreScan can be used to connect an external device to the simulation environment.  

Keywords: Adaptive Cruise Control (ACC), Automatic Emergency Braking System (AEBS), Lane Keeping Assist 

(LKA), PreScan 

1 Introduction 

Regarding a crash sequence shown in Fig. 1, Advanced Driver Assistance System (ADAS) has two significant 

roles in a vehicle. Under normal driving conditions, it acts as a convenience feature by enabling automated driving 

and reducing the workload of the human driver. When the danger of a potential crash appears, the safety side of 

ADAS becomes dominant. By warning and assisting the driver and/or taking preventative actions automatically, 

they are effective at avoiding or at least mitigating the effects of a collision. Most modern vehicles already have 

some driver assistance systems installed. Beginning from 2022 it has become mandatory to include LKA and 

AEBS in all new models of passenger cars sold in the EU. However, these systems are prone to malfunction and 

still require supervision from the human driver. To further improve these systems, it is important to analyze crashes 

where ADAS failed to intervein.  

2 Related works 

PreScan is also a widely used co-simulation framework used primarily to develop automotive functions, as its 

sensor simulation capabilities make it well-suited for Hardware-in-the-Loop (HiL) development and validation 

tasks. 

Miao, Q et al. [2] used PreScan to develop control algorithms for different ADAS and evaluate and optimize 

the performance of such systems using multiple traffic scenarios [6] based on real-life data. They found PreScan 

to be an effective, low-cost, and simple environment for developing safety systems [8], [9], [10]. 

Son, T. D. et al. [3] proposed a co-simulation framework for developing and testing ADAS and Autonomous 

Vehicle (AV) systems. They used Siemens Simcenter Amesim to develop the control algorithm, which provides a 

detailed vehicle dynamic model for the simulations [7], [11]. The Simulink-based Amesim simulation is interfaced 
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with PreScan, which is responsible for simulating the traffic scenario and generating sensor data using detailed 

sensor models to test and validate the control algorithms. The co-simulation enables the testing and validation of 

the systems to be more effective, saving time and cost by reducing the number of real prototype tests. 

 

Fig. 1 Crash sequence [1] 

Another group of researchers created a test system for the real-time evaluation of Lane Departure Warning 

System (LDWS). This contained a virtual reality system running PreScan to simulate different scenarios, a real-

time platform to run a real-time vehicle model, and a real-time controller for the LDWS hardware. The LDWS 

was aimed at a monitor showing PreScan’s generated environment and communicated with the real-time controller 

via CAN-bus. They tested the system with multiple LDWS hardware from different manufacturers and found that 

PreScan’s versatility in the road, traffic, and environmental conditions makes it ideal for this kind of testing [4]. 

Similar studies describe the need for creating a complete test program for intelligent vehicle systems to 

standardize and speed up the validation and approval of such systems. To achieve this, they propose a multi-stage 

method consisting of simulation, hardware-in-the-loop testing, and test track testing. They summarize the scenario-

building process of PreScan and describe the benefits of using it for the simulation stage. It enables testing the 

systems in a wide range of scenarios in a relatively short time which can also be automated. When a system passes 

these tests, the most important and critical scenarios are further tested in the consequent stages [5]. 

The implemented solution demonstrated that the applied simulation framework could be used efficiently to 

evaluate the reliability and safety of electronic control units developed to control highly automated vehicle 

applications. In accordance with this, we also proved the correctness of our concept, stating that it is possible to 

develop a hybrid multi-agent simulation environment including differently controlled components (e.g., fully 

autonomous, human-driven, or highly automated vehicles). The framework based on the new system concept can 

be deployed efficiently in cooperation with a proving ground (e.g., ZalaZONE [12]) environment applying digital 

twin technology, providing a feasible and reliable balance between the costs of test and validation processes and 

the high number of test scenarios required. 

3 Methodology 

PreScan was used to recreate a crash scenario based on real accident data where the failure of ADAS was found 

as a contributing factor. The chosen crash involving a Tesla Model X operating in Autopilot mode happened on 

March 23, 2018, near Mountain View, CA. According to the crash report issued by the NTSB (National 

Transportation Safety Board), Tesla was cruising on a multi-lane highway in the HOV (High-occupancy vehicle) 

lane. Approaching a highway interchange, a left exit HOV lane opens, which gets separated from the other lanes 

by a concrete barrier. Leading up to the barrier, the Tesla entered the gore area between the two HOV lanes and 

crashed into a nonoperational crash attenuator placed at the beginning of the concrete barrier. Data gathered from 

the Event Data Recorder (EDR) showed that Tesla’s assistance systems were activated leading up to the crash but 

didn’t recognize the danger, nor did the driver make any preventive action.  

Tesla’s Autopilot systems consist of multiple ADAS components. In the PreScan simulation, LKA, ACC and 

AEB systems' functioning were analyzed. The applied LKA model uses a camera sensor to identify and follow 

lane markings. The ACC and AEB both use a long-range (150 m beam range, 9° horizontal beam angle) and a 
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short-range radar (60 m beam range, 80° horizontal beam angle), modeled with PreScan’s Technology Independent 

Sensors (TIS). 

During the investigation, the NTSB found that the lane line on the left side of the gore area was more prominent 

and visible than on the right. It was proposed that this difference between the lane lines might cause the LKA 

system to follow the left line, explaining why the vehicle entered the gore area. PreScan’s line parameters “Fade” 

and “Hole” was used to determine how bad line quality affects the performance of the LKA system. 

In an accident investigation, it is also essential to evaluate whether or how the accident could have been 

prevented. There was no identified reason why the ACC and AEB systems failed to recognize the obstacle. To 

assess these systems' impact on collision speed – should they function correctly – headway times of 0.9 seconds 

(minimum setting on Tesla) and 2.0 seconds (maximum setting) were assumed. It was also evaluated whether the 

driver would be able to stop the vehicle before the collision, the AEBS should issue an FCW (Forward Collision 

Warning) alert. For this simulation, a reaction time of 0.7 seconds was assumed for the driver after the FCW alert. 

The last section explores the concept of using PreScan as an environment for testing and evaluating ADAS or 

Automated Driving Systems (ADS) running on external hardware. We created an interface for connecting to the 

PreScan simulation and running the algorithms in real-time for Processor-in-the-Loop (PiL) or HiL tests. Thanks 

to the Simulink-based PreScan simulation, various networking blocks are available to establish communication 

with an external device connected to the same local network. We used a Raspberry Pi 4 Model B to test the 

connection, running a UDP server for communication and a simple control algorithm. Once the PreScan simulation 

is started the Simulink model is configured to connect to the server on the Raspberry as a client and send the 

required signals for the control algorithm. The Raspberry then feeds back the control signal to Simulink, which is 

propagated to the vehicle dynamic model. The proposed architecture is shown in Fig. 2.  

 

Fig. 2 Proposed system architecture for communicating with external hardware 

The control algorithm receives throttle and brake signals along with simulation time. It is configured to echo 

back the received signals until a particular simulation time, after which full braking is initiated regardless of the 

incoming signals. The test can be interpreted as a hardware failure or even a cyberattack scenario where a malicious 

third-party intercepts the original signal and injects its own. By comparing the sent and received signal in Simulink, 

the latency introduced by the communication was measured to test whether this method is able to provide real-

time performance. 

4 Results and evaluation 

By setting the right channeling line’s both “Hole” and “Fade” parameters from the ideal 0% to 20% the LKA 

system’s performance starting to degrade.  At the start of the gore, where the two lines separate LKA starts to 

follow the left line by making a left steering input. However shortly after it is still able to correct itself by picking 

up the line on the right side of the gore and returning to the lane’s centerline. This steering maneuver is shown on 

Fig. 3. By raising both parameters to 40% the system completely ignores the right line and continues to direct the 

vehicle into the gore area. This is likely caused by the edge detection algorithm failing to identify the lower contrast 

and fragmented right line as the lane boundary. 
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Fig. 3 LKA system’s steering input and identified lane boundaries  

In the accident the driver set the ACC systems demanded headway time (HWT) to the minimum 0.9 seconds. 

The simulations show that a properly functioning ACC system with this setting is still able to identify the crash 

attenuator as obstacle 2.5 seconds before impact but only starts braking 1.2 seconds before impact. Even with the 

short time available and limited braking capabilities of the ACC, it still manages to reduce the collision speed from 

114 km/h to 99 km/h. With the maximum headway time setting of 2.0 seconds the braking starts immediately after 

detection which is 2.2 seconds before impact. This further reduces collision speed to 84 km/h. 

Enabling the AEBS in the simulations resulted in improved braking. The detection times are identical, but unlike 

ACC, the AEBS can utilize the full braking potential of the vehicle. With HWT = 0.9 seconds the collision speed 

is 69 km/h and with HWT = 2.0 seconds the collision speed is 65 km/h. 

Assuming the AEBS issues an FCW alert to the driver at the time of detection and the driver reacts to this with 

a reaction time of 0.7 seconds the simulation shows that he would be able to stop the car before impact even with 

the minimum headway time setting. 

Regarding the Raspberry test system mentioned earlier a latency of 20 milliseconds was measured. This 

corresponds to exactly 2 time-steps since the simulation was running at 100 Hz. We found this to be acceptable. 

The benefit of this system is that it is based on UDP protocol which means it is easily scalable, multiple external 

devices can be connected. Since we are not using a real-time rig, the components can be easily swapped to support 

rapid prototyping for algorithm development.  

5 Conclusion 

PreScan simulation software – while built for development purposes – can be efficiently applied to analyze the 

performance of ADAS during an accident and determine what factors most likely contributed to the system's 

failure. The simulation can be further improved by using system models identical to those that ran on the crashed 

vehicle, but this is only possible with cooperation from the vehicle’s manufacturers because these are protected 

under intellectual property laws. 

We developed a method for testing an external ECU hardware model – that is, running a control program in 

real-time – to control a vehicle in a PreScan simulation. This work was the first step toward the long-term goal of 

developing an overall testing environment focusing on automotive electronic control units focusing on the security 

of the system and its modules, including algorithms, software frameworks, hardware and interfaces. 
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Abstract 

Self-driving vehicles also need maps - just like us drivers - for route plans, but traditional maps are often inaccurate 

and contain significantly less information than so-called High Definition Maps (HD). HD maps are usually based 

on laser measurements, thus the accuracy of each road element can be around 2 centimeters. Our goal is to properly 

support research in this direction as well, therefore we created an HD map of the selected modules of the ZalaZONE 

proving ground. The selected components are the High-Speed Handling course, Dynamic Platform, ADAS surface 

and Motorway section. These materials are accessible for download including the high-resolution and high-

precision Lidar point cloud which the maps are based on, recorded with the Lecia Pegasus 2 system. We have 

implemented our HD maps in the increasingly widespread OpenDRIVE format in the automotive industry. 

Keywords: HD map, OpenDRIVE, ZalaZONE 

1 Introduction 

The ZalaZONE proving ground is located in Zalaegerszeg, Hungary. The traditional proving ground features 

focusing on driving and driving stability are implemented together with the research and development 

infrastructure elements for future vehicle validation. The track also allows validation tests for electric vehicles and 

autonomous vehicles as well. [1] The construction work started in 2017 and will be finished in 2022 (Fig 1). 

ZalaZONE enables to carry out control scenarios, test automotive and communication technologies [2]. 

 

Fig 1 Visualization of ZalaZONE Proving ground  

ZalaZONE Proving Ground enables complex test scenarios for both classical and for automated/autonomous 

vehicles. The main elements of the ZalaZONE test track are listed below:  

• Dynamic platform: The dynamic element is a circular surface with a diameter of 300 m, provided with 

multi-layer asphalt pavement. 
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• Handling course: It is a 2 km long test track element where it is possible to examine vehicle behavior, 

vehicle handling, and test different technical settings under different conditions. 

• ADAS surface: Created for EuroNCAP test with a standard junction on middle of the module. 

• Noise-measurement surface 

• Smart-city: Created urban environment, for testing autonomous vehicles in complex urban situations. 

It includes different lane types, junctions, topography, materials, traffic situations.  

• Motorway: Typical Hungarian motorway layout, two plus one stop lane with entry and exit ramps. 

• Rural road: Various country road like layout with different topography.  

 

ZalaZONE in cooperation with University of Budapest decided to create virtual copy of proving ground 

elements. It is a great opportunity for industrial companies and researchers to test developments virtually on 

ZalaZONE. It is also reducing cost of development and helps test preparation. The main steps of the modeling 

process is shown in Fig. 2. 

 

Fig 2 Steps of the creating ZalaZONE models  

2 LiDAR survey 

The first step in creating HD maps is to scan the completed track elements. It is important that the given module 

has all the final elements (e.g. paintings, road signs, guardrails) so we can use scanning as an accurate reference. 

Data collection was performed with a Leica Pegasus 2 mobile mapping tool. The essence of the method is to mount 

the measuring device on the top of a vehicle and travel along the route to be recorded at a relatively slow speed 

(15-30 km / h) depending on the track element and the desired accuracy. During the traversed section, the lidar of 

the measuring device continuously scans the asphalt or any other object it detects, resulting in a point cloud file 2-

3 centimeters accuracy. The final result shown in Fig 3. 

 

Fig. 3 Lidar measured point cloud file of the Dynamic platform in the modeling software 

This point cloud file can be used as a 3D reference for modeling. 
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3 Virtual model creation 

Simulation models are created with MathWorks RoadRunner software. The great advantage of the software - 

compared to its competitors - is that in addition to 2D images, we can also use 3D files as a reference (eg: aerial 

image, elevation data). With this procedure we can make accurate models in the absolute coordinate system (lat, 

long) centimeter. After importing the georeferenced data, need to build the model step by step, starting with 

defining the main geometries. This is followed by the adjustment of the lanes, and the paintings, stencils, street 

signs and guardrails. As a final step, the altitude data are adjusted to the actual test track, so that we can accurately 

match the geometries in both the lateral and longitudinal directions. The resulting model can be exported to 

different file types and transferred to automotive simulation tools (e.g. IPG Carmaker, VTD Vires, dSpace ASM) 

 

Fig. 4 Road model of ZalaZONE ADAS surface in RoadRunner software 

All models introduced above are freely available at the website of BME Automated Drive Lab: 

https://www.automateddrive.bme.hu/downloads  

4 Description of static and dynamic object - ASAM Standards 

In recent years, with the development of the automotive industry, there has been a growing need for a uniform 

description of the road network. The ASAM OpenDRIVE format provides a common base for describing road 

networks using the xodr file extension. The data that is stored in an ASAM OpenDRIVE file describes the 

geometry of roads, lanes and objects, such as roadmarks on the road and signals. The main purpose of ASAM 

OpenDRIVE is to provide a road network description that can be imported into simulations to develop and validate 

ADAS functions. With the ASAM OpenDRIVE, these road network descriptions can be exchanged between 

different simulation toolchains. Providing a standardized format for road descriptions reduce the cost of creating 

and converting files for their development and testing purposes [3]. 

4.1 Relation to other standards 

The ASAM OpenDRIVE description format contains all static objects on the road. To create the complete 

environment, additional description formats for static 3D objects, like trees and buildings, are needed. Road surface 

profiles are included from the ASAM OpenCRG file format. The dynamic content of driving simulations can be 

described with ASAM OpenSCENARIO. The three standards complement each other and cover the static and 

dynamic content of in-the-loop vehicle simulation applications [3]. 

 

Fig. 5 ASAM Standards for road and scenario description [3] 
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5 State-of-the-art simulation tools at ZalaZONE 

Thanks to the OpenDRIVE format, we have the option of importing test track modules into various simulation 

tools, but there are limitations how they can handle OpenDRIVE files. The complexity of roads, geometries and 

the junctions can be influencing factors. In general, software vendors are constantly develop and improve 

OpenDRIVE importing ability.  

In ZalaZONE, currently, three state-of-the-art vehicle simulation toolchains are in daily use. In the next section, 

three short summaries are provided, which are daily used at ZalaZONE [4]. 

5.1 Siemens Prescan 2019 

Prescan is a vehicle dynamic and ADAS development tool. It is mainly used for test and simulate sensors, 

because of the huge variety of sensor models in it’s library. It is also integrated into MATLAB/Simulink. Prescan 

also works well with other simulation tools like IPG Carmaker though so-called Co-simulation [4]. OpenDRIVE 

import is available, but can not modify the roads and segments.  

5.2 IPG Carmaker 9.0 

IPG Carmaker is a simulation tool from IPG Automotive GmbH. Main advantage of this tool is vehicle dynamic 

models. Carmaker is also integrated into Matlab/Simulink, so testers can trigger event or evaluate measurements 

in widely popular Matlab environment [4]. Import available with OpenDRIVE 1.4 and 1.5 version. Complex 

junctions, road superelevation and roads with a lot curves can cause faulty reading.  

5.3 Virtual Test Drive Vires 2021 

One of the most known simulation tool. Vires has ability to perform HiL, SciL, MiL tests. The advantage of 

this toolbox is ability to properly use of OpenDrive, OpenCRG and OpenSCENARIO files. Vires was also one of 

the establishers of OpenX project (OpenDRIVE, OpenCRG, OpenSCENARIO) in the early 2000 years [4]. This 

tool reads OpenDRIVE really well, based on the fact they are among the developers.  

6 Conclusion 

We will continue to build ZalaZONE's virtual models as construction is completed. Based on the feedback, this is 

also useful for our industry and research partners. This process will become more efficient, and with the 

development of OpenDRIVE and related simulation tools, more and more people will be able to use the models. 

Our goal is to create a complete ZalaZONE model that includes all track elements and can be integrated into 

leading automotive software with high level of accuracy. 
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Abstract 

As advanced driver assistance systems (ADAS) are continuously upgrading, the testing standards, descriptions are 

evolving as well. The border disappears more and more between simulation and real-world testing. For more 

accurate repeatable scenarios we need a new method, which helps to make faster the process of scenario creation. 

The result for this would be the connection of simulated scenarios and real test equipment. Our result includes 

several components such as HD maps, industrial simulation software, OpenSCENARIO compatibility, MATLAB 

programming, AB Dynamics software and test equipment. With HD maps and OpenSCENARIO compatible 

simulation software we can create GPS accurate scenarios. Then, the own developed MATLAB program can convert 

the OpenSCENARIO file into a new format, which is readable by AB Dynamics software. After this process the last 

step is the real-world testing with AB Dynamics test equipment. 

Keywords: AB Dynamics software and test equipment, HD maps, MATLAB, OpenSCENARIO, Simulation software 

1 Introduction 

The continuous development in the production of self-driving vehicles and ADAS driving assistance systems is also 

creating an increasing demand in the field of vehicle testing. The newly built ZalaZONE Automotive Test Track and 

the Budapest University of Technology, working closely with it, provide an excellent opportunity for this [1]. 

 

Fig. 1 ZalaZONE Proving Ground 

Not only the self-driving and ADAS functions but also the general vehicle dynamics tests are possible on the test 

track. These measurements require a lot of preparation, even several hours of parameterization. Additional unforeseen 

problems may occur on the test surface. The development is intended to make this test preparation, repetitions, and quick 
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modifications smoother. The way to do this is to simulate test cases and transfer them to a real test environment using 

AB Dynamics test tools. A conversion program has been created for this purpose, linking the simulated and real 

environments [1]. 

2 ZalaZONE Proving Ground HD Maps 

The implementation of the scenarios in a simulation way is based on cm-accurate orbital models and HD maps. It is 

a basic requirement that the position of the simulated vehicle is as close as possible to the position of the real vehicle. To 

achieve this, the modules of the real test track were measured up by laser scanning. From this, a point cloud was created, 

on which a 3D model could already be developed, from which the OpenDRIVE format corresponding to the needs of 

the simulation software could be exported. This trajectory modeling activity was performed using RoadRunner software 

[2]. 

 

The models are freely available at the website of BME Automated Drive Lab: 

https://www.automateddrive.bme.hu/downloads.   

 

Fig. 2 ZalaZONE Handling Course Point Cloud (left), 3D Model (right) 

3 Scenario creation in simulation software 

The software used is VTD Vires, which not only handles OpenDRIVE files but also supports the creation of 

OpenSCENARIO files. Adapted to the developed conversion mode, the parameterization of a scenario is 

performed by the following steps: 

1. Open the Scenario Editor, where you can load the previously created OpenDRIVE track model. 

2. Then come the placement of the vehicles participating in the scenario. 

3. Then the most important step is to add routes and assign them to a specific participant. 

4. There are several options for adding a route:  

a. You can also freehand add points that the software connects with straight lines, this is the 

polyline setting. The position of the recorded points can be changed later. 

b. Another option is to use a spline. 

c. For accurate route planning for NCAP tests, however, the clothoid setting is used. This creates 

the most accurate route and is also the most suitable for subsequent data processing and 

conversion. 

5. You can then set how the vehicle relates to the route: 

a. Drive through it in self-driving mode. 

b. Walk the route by performing various actions. (This is our preferred setting.) Actions can be 

used to divide a route into sections according to specific accelerations and target speeds. 

6. The desired test vehicle must be placed on the routes with actions (min. 4). 

Finally, the finished Scenario must be exported in OpenSCENARIO format. 

A top view of a Cut-out Scenario with 2 participants + 1 static target created in the scenario editor is shown in 

the following figure: [4] 
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Fig. 3 View of OpenSCENARIO in editor 

4 OpenSCENARIO Converter 

The compiled and exported OpenSCENARIO file must be converted to readable file for ABDynamics tools. To 

accomplish this, we have developed a converter in MATLAB software environment that converts files into a structure 

that can be directly processed by AB Dynamics test tools software.  

 

Fig. 4 GUI of OpenScenario Converter  

The initial files for the conversion are OpenSCENARIO with XML extension and OpenDRIVE with XODR 

extension. Based on the XODR, it determines the center of the orbital relative coordinate system from Latitude, 

Longitude GPS data. The XY coordinate data collected from the XML is positioned accordingly. The converter retrieves 

the coordinates from the text data, then converts them into a usable number format and compiles them. It needs to decides 

whether it is one or more routes. Depending on this, one or the other way of the program continues to work. The two 

way go through almost similar tasks, but for multiple routes, it runs until you have done the calculations for each route. 

In a multi-participant scenario, the starting position of each route must be shifted relative to the center of the common 

coordinate system. To make this happen: the starting point of the first participant gives the center of the coordinate 

system, and the others are positioned accordingly. An essential element of the converter is the use of the speed profile 

from OpenSCENARIO to create as accurate run as possible in time and space compared to the predefined scenario. 

Speed and acceleration data are defined in maneuvers, along with their XY coordinates. The program also collects this 

data and compares it with the routes to determine which sections are subject to what acceleration and target speed. Based 

on the information already available, it calculates the main data for each route, which are Distance, Time, XY 

coordinates, and curvature. After the main data, the additional ABDynamics file information is also printed and then 

saved as a file with a PMC extension per path. This file format can be read by ABDynamics software. 

Action 

Player

 
Trajectory
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Fig. 5 Converted Clothoid Trajectory and Speed Profile in MATLAB 

5 AB Dynamics tools preparation  

The PMC files can even be edited by the AB Dynamics software. The speed profile can be checked and minor errors 

can be corrected manually here. The center of the coordinate system, which calculated during the conversion, can be 

specified together with the underlay, positioned according to GPS. All the routes belonging to the scenario are loadable 

into the common coordinate system. On these a preliminary offline Collision Check can be run, so as to see the time 

course of the participants on the track in a simple visualization. If this is the same as the simulation you created earlier, 

the user can go for a test performed with real test tools. This data can also be loaded for vehicles with steering and pedal 

robots and platforms carrying dummy puppets, so even a complex scenario can be implemented. The whole process of 

pre-building the scenario in a simulation and converting it with a few clicks using a converter greatly speeds up the 

compilation of real tests. The design phase can take place immediately in the simulation. It is not necessary to structure 

the route separately in each section in AB Dynamics software for each participant. There are no pre-measurements to 

set the coordinate system, all of which can be specified in advance and new files can be generated quickly even after any 

modifications. 

 

Fig. 5 Compare of the trajectory in editor and in the AB Dynamics software  
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6 Conclusion and future work  

According to the experiments of real tests, the development makes easier the whole testing process. The GPS position 

is accurate and the speed of the vehicles is appropriate, but not exactly the same as the simulated. 

The working environment is demonstrated here: https://www.youtube.com/watch?v=6X10POWy3uY 

As future work, we need to develop the converter’s speed profile counter and we have a lot of other potential. 

We can try to cover the OpenSCENARIO’s maneuvers, like lane change, stop, backward or the movements of the 

autonomous mode of the Vires Simulation. The final goal is the conversion of any kind of OpenSCENARIO file. 
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Abstract 

Performing special driving techniques like drifting can be challenging even for professional human drivers. 

However, such maneuvers can be essential for avoiding accidents in critical road scenarios like evasive maneuvers. 

This paper reports novel research results whose main goal is to develop a self-driving agent for drift motion control 

based on vehicle simulation in MATLAB/Simulink. The state representation of the vehicle includes the longitudinal 

and lateral velocities with the yaw rate. The agent action space consists of two actuators: the throttle position and 

the roadwheel angle. The goal of the agent is twofold: first, it needs to jump into a drifting state; second, it has to 

keep the vehicle in drift. The simulation results show that the proposed RL agent is capable of learning to approach 

a predetermined drift equilibrium from cornering and staying in this drift situation as well. For the training, the 

solution excluded using any prior data. It only works with information gained from the simulation model, which is 

a remarkable difference from the actual state-of-the-art RL-based solutions.  

Keywords: reinforcement learning, vehicle drifting, vehicle motion control

1 Introduction  

The research and development of the autonomous vehicles has increased in pace and precision in the recent 

years [1]. In the field of vehicle control, more and more challenges have arisen regarding lateral vehicle control, 

including motion control at handling limits.  

Drifting is a kind of cornering motion, where the driver is constantly counter-steering to maintain a high side-

slip angle, which most ordinary drivers are unable to control, and usually leads to the vehicle spinning 

uncontrollably. This maneuver is mostly seen in motorsports (for example in rally), but the application of this 

motion has notable potential on the public roads as well. According to the GES (General Estimates System) crash 

reports of 2013, a study [2] showed that the relative frequency of control loss-related accidents is around 8.32%. 

Although, there is a potential possibility to decrease this significant value by using self-driving vehicles which can 

maintain and adjust the motions of the vehicle when it becomes unstable. In addition, the increased value of 

automated vehicles in motorsports [3] and various potential entertainment purposes (like implementing a “drift 

button” for hobby drivers) also grants a motivation for research. 

As for previous examples and results for the implementation of self-drifting, using linear control methods seem 

to work successfully for steady-state drift problems in simulation [4] [5] and also in real-life applications [6]. The 

simulation application of the MPC (Model Predictive Control) controller for drift stabilization tasks has also been 

successful so far [7]. In each of these cases, a car with a high rear traction force considered to be essential for 

achieving satisfying performance, based on real-life observations and measurements data. 

The idea of using reinforcement learning (RL) methods to solve self-drifting problems promise better 

generalization abilities in continuously changing driving situations than the previously mentioned control methods. 

In paper [8] a model-based policy search algorithm was used to solve a steady-state problem with good results, 
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validated on a radio-controlled car. In the work of [9] and [10] the goal was to achieve high side slip angles at high 

speeds while following a pre-defined trajectory using actor-critic algorithms, the result showing good 

generalization abilities on previously unseen trajectories. Although, all of these research achievements 

incorporated some kind of prior knowledge when training the agent. These indicate the challenge of how to apply 

reinforcement learning without any preliminary setup or knowledge to control and initiate drifting. In addition, 

previous work [11] proves the potential of applying RL for automatization problems. 

In this paper, novel results on reinforcement learning aided autonomous drift are introduced. The task is the 

initiation and stabilization of a steady-state drift without using any kind of prior knowledge for training the 

operating RL agent. A single-track dynamic vehicle model was implemented in MATLAB/Simulink, and a Soft 

Actor-Critic (SAC) [12] algorithm for training was designed. The target drift state was calculated by solving a 

system of equilibrium equations for the vehicle model. Also, a particular drift indicator was defined for identifying 

vehicle drifting. 

The next section describes the drift state of vehicles established by equation-based solutions while describes the 

applied vehicle simulation model. The subsequent section presents the coupled reinforcement learning method. 

After the section about the experiments and results, conclusions and references close the paper. 

2 Vehicle Modelling 

The basic definition of drift with the state-of-the-art solutions of finding drift equilibriums based on theoretical 

models (equations), and the integrated vehicle model are described in the following paragraphs. 

2.1 The Drifting Motion 

To initiate a drift, the driver needs to apply high enough torque input for the rear wheels to increase the rear tire 

slip angle, so the rear end of the car can “drift” off the arc of the corner. This is easier to achieve using rear-wheel-

drive vehicles because they can directly increase the longitudinal forces applied to the rear wheels and saturate 

them. To control the now unstable car, the driver needs to counter-steer to compensate for the high rear-slip angle, 

so the car can stay on the corner’s arc, otherwise the vehicle would spin out. 

A method for identifying drifting operation points is called the equation-based (or model-based) solution which 

involve using the vehicle model to describe the drift equilibrium points. Previous work [13] show this can be done 

by solving a system of algebraic equilibrium equations, based on the Newtonian laws of motion.  This calculation 

can be seen in detail in the aforementioned works. 

2.2 Dynamic Vehicle Model 

The model used for the simulations presented in this research is a single-track dynamic model with two different 

tire models for the front (steered) and the rear (driven) wheel. The advantage of this model is its simplicity: it 

ignores the roll dynamics and aerodynamics, which are far less important than the tire model for accurately 

representing the motions during drifting [14]. 

The most important equations for the model are the longitudinal (1), lateral (2), and yaw (3) motions of the 

vehicle’s body frame [14]: 

 𝑣�̇� =
1

m
𝐹𝑥 + 𝑟𝑣𝑦  (1) 

 𝑣�̇� =
1

m
𝐹𝑦 − 𝑟𝑣𝑥 (2) 

 �̇� =
1

Iz
𝑀𝑧 (3) 

These are the derivatives of the 𝑣𝑥 the longitudinal velocity, the 𝑣𝑦 lateral velocity and the 𝑟 yaw rate. For the 

detailed explanation of the force components in the above equations, see [14]. 

The model of the front tires is an analytic hybrid model based on the brush tire model, which is purely a lateral 

slip model [15]. Because this model has a rear-wheel drive, longitudinal forces are only needed to consider in the 

case of the rear wheels, which would also generate longitudinal slip, so a combined slip tire model is needed. This 

means that consideration of wheel speed dynamics is also required if the brush tire model is being used. However, 

the longitudinal rear tire force (𝐹𝑥𝑟
) is handled here as an input, a simpler approach can be used based on the 

friction circle approximation as proposed in [15]. For the formulas, please see the referenced paper. 
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3 Drifting with Reinforcement Learning 

The description of proposed soft actor-critic reinforcement learning algorithm and the structure of the proposed 

RL problem are described in this section. 

3.1 Soft Actor-Critic Method 

The learning process of the RL algorithms is based on the interaction between an agent and an environment. 

The agent takes an action based on the current state of the environment and receives a reward signal which informs 

the agent on the effectiveness of the selected action. The agent’s mission is to maximize the expected value of the 

next reward signal with exploring which actions give the maximum cumulative reward in the various states [16]. 

Actor-Critic methods are state-of-the-art RL algorithms which usually use neural networks to operate within a 

continuous environment. The actor is responsible for deciding on the actions while the critic estimates the values 

of the states and produces a critique to update both networks, so they can maximize the cumulative expected 

reward. The Soft Actor-Critic (SAC) algorithm [12] operates with two separate critic networks to maximize the 

effectiveness of value approximation and uses a stochastic actor to ensure the exploration, which has an adaptive 

feature as well. These abilities made this method the most ideal solution above the other state-of-the-art algorithms 

to solve a complex continuous control problem like autonomous drifting. 

3.2 RL Agent Architecture 

To represent the control of drifting as a reinforcement learning problem, it’s needed to define the environment’s 

state and action spaces and the reward signal. 

The velocities defined in (1), (2) and (3) are enough to obviously determine the state of the vehicle, so the 

continuous state space was chosen to be 𝑺 = (𝑣𝑥 , 𝑣𝑦 , 𝑟).  

For the agent’s actions, drift is achievable by just adjusting the longitudinal force applied on the rear wheel 

through the pedal input 𝑝𝑒𝑑𝑎𝑐𝑐  and the front wheel angle 𝛿 by changing the steering wheel angle 𝛿𝑠𝑡𝑒𝑒𝑟 . So, the 

continuous action space is 𝑨 = (𝑝𝑒𝑑𝑎𝑐𝑐 , 𝛿𝑠𝑡𝑒𝑒𝑟). These values are defined to be in the intervals 𝑝𝑒𝑑𝑎𝑐𝑐 ∈ [0,1] and 

𝛿𝑠𝑡𝑒𝑒𝑟 ∈ [100°, −200°], meaning 𝑝𝑒𝑑𝑎𝑐𝑐 = 1 is full throttle, and 𝛿𝑠𝑡𝑒𝑒𝑟 > 0 is the left-hand side domain of the 

steering wheel. 

By defining 𝑣𝑥 = 10 𝑚
𝑠⁄  and 𝛿 = −10° for this problem (which means a given speed and a fixed steering 

wheel position), based on the solution method described in [13] the equilibrium point received for the target drift 

state is 𝑆𝑑𝑟𝑖𝑓𝑡 = (10 𝑚
𝑠⁄ , −3.48 𝑚

𝑠⁄ , 0.8334 𝑟𝑎𝑑). The goal of the agent is to reach and maintain this state, 

which is a point in the state space. The defined reward function (4) is the negative of the relative Euclidian distance 

of the state vector from the target drift state, so 

 𝑟(𝑆𝑡) = −
1

3
∑ (

𝑆𝑡𝑖

𝑆𝑑𝑟𝑖𝑓𝑡𝑖

− 1)
2

3
𝑖=1 . (4) 

4 Experiments and Results 

To validate the implemented agent and the Simulink vehicle environment, the following preliminary task was 

defined: after starting the simulation from the target drift state, the agent’s designated task is to stay in a very 

narrow proximity of the drift equilibrium, and with that, it’s able to control the pre-initialized drift. After 

completing the above-mentioned test successfully, experiments were made to see if it can learn how to approach 

the target drift state then stay close to it. 

To identify if the vehicle satisfies the required drift conditions, the following indicator function (5) was created: 

 𝐼𝑠𝑑𝑟𝑖𝑓𝑡(𝑆𝑡) = {
1, 𝑖𝑓 

𝑆𝑡𝑖
−𝑆𝑑𝑟𝑖𝑓𝑡𝑖

𝑆𝑑𝑟𝑖𝑓𝑡𝑖

< 0.1 ∀𝑖 ∈ {1,2,3}

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
, (5) 

 meaning it returns 1 if each state variable is in a close relative distance to the target variable at the same time, 

and 0 otherwise. The training was done by using episodes, which are start from an initial state and lets the agent 

operate until some simulation termination time 𝑇. In the case of the preliminary tests the initial state was set to be 

the target drift state (𝑆0 = 𝑆𝑑𝑟𝑖𝑓𝑡), and for the following experiments the 𝑆0 = (9 𝑚
𝑠⁄ , 0.825 𝑚

𝑠⁄ , 0.8334 𝑟𝑎𝑑) 

starting point was defined (a medium-speed left cornering non-drift equilibrium). 

For first, 𝑇 = 5𝑠 termination time was set which is a little more than the required amount of time for the vehicle 

to enter drifting from the initial state under a perfect action selection policy. The SAC agent was successfully 
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trained to accomplish reaching the drift state and to stay in it until the end of the episode, although when the 

episode length 𝑇 > 5 was set, it was found the agent loses control over the drift after a while. The found solution 

for this problem was to use a consecutive training technique where the training session was repeated on the same 

agent with extending the duration of the episodes every time by a small step. After reaching the setup 𝑇 = 10𝑠 

using this method, the agent improved significantly enough to hold the target drift for even long-drawn-out 

episodes (𝑇 ≥ 120𝑠). 

The analysis and the identification of desired drifting was done by monitoring the 𝐼𝑠𝑑𝑟𝑖𝑓𝑡 indicator (5). On 

Fig. 1, a scope of a 15-second-long simulation is shown with the vehicle’s motion trajectory pictured on Fig. 2. It 

can be seen that the indicator only “lights up” after approx. 8 seconds of simulation, though drifting occurs much 

before around 2 seconds. While the role of the indicator was to capture when the vehicle is close to the target, 

these observations might suggest defining a new or an additional indicator in the future for more effective training 

and analysis. 

 

Fig. 1 Scope graph of a simulation showing 15 seconds of the agent’s operation. In addition to looking at the indicator 

(bottom right), the state variables (left side) and the reward signal (top right) also shows the good performance of the agent, 

which has chosen actions similarly as a human driver would in practice. 

 

Fig. 2 Trajectory of the simulation shown on Fig. 1 The colors describe the stages of drifting: red means no drift, yellow shows 

drifting, which changes to blue when Isdrift = 1. It can be observed that the trajectory’s arc bends differently in each of these 

sections. 

5 Conclusion 

The paper presented a reinforcement learning agent trained on a single-track vehicle model to approach and 

maintain a target drift state in a MATLAB/Simulink simulation environment. The results and the analysis of the 
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defined drift indicator function indicate that the agent is capable of learning to approach a target drift equilibrium 

point from various initial states. The next steps of this research include evaluating more RL algorithms on this 

problem (e.g., discrete Q-learning, DQN) to find the most beneficial solution in practice. In the future, the goal is 

to test this approach in real conditions on a commercial test car on the ZalaZONE proving ground preceded by a 

validation on the freely available ZalaZONE simulated environment [17]. Also, this research will set its focus on 

more complex problems and situations later, like adding noise to the environment (e.g., varying road surfaces) and 

performing more challenging maneuvers in form of trajectory following problems. 
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Abstract 

The article presents the development of a low-budget positioning device that aims to provide an alternative in self-

driving vehicle development research that could replace costly, commercially available devices. In addition to being 

financially advantageous, it has the added benefit of allowing students to be involved in development. The primary 

function of the device is the sensor fusion, which outputs position, velocity, and orientation estimation based on 

data provided by Real-Time Kinematic (RTK) Global Navigation Satellite System (GNSS) technology and an Inertial 

Measurement Unit (IMU). High-frequency estimates are generated by running an Extended Kalman Filter (EKF) 

on a microcontroller in an embedded environment. During the work, new challenges arose several times that 

required solutions. For example, delays due to the operation of GNSS receivers, which the estimation algorithm 

must compensate, and proper calibration of the sensors for the measurement vehicle. In addition to the software, 

the development of the tool includes the complete design, manufacture, and testing of the hardware, which allows 

testing the completed software units not only in a simulation but also in a real environment. During testing, the 

output of the developed device was compared several times with commercially available hardware for similar 

purposes. 

Keywords: GNSS, IMU, Kalman filter, low-cost, positioning, RTK 

1 Introduction 

Nowadays, with the growing interest in autonomous vehicles and the ever-increasing number of new 

developments, there has been a need for high-precision measurement of the dynamic condition of cars. This may 

include monitoring the current position, accelerations, velocities. Many products on the market already meet these 

requirements, but their usage can be an exclusionary reason in many cases due to high prices. There are solutions 

for applying smartphones for similar topics [1], which can spare the custom hardware design and production cost. 

The disadvantage, which excludes this solution, is the inaccuracy of GNSS positioning. 

In [2], the proposed algorithm is an Extended Kalman Filter with 15 states, which also includes errors regarding 

the inertial sensor and GNSS data to maximize the prediction accuracy. The publication also mentions the use of 

a vehicle wheel odometer which can be a viable option for our case in the future. 

In [3], the authors approached the problem in a different way. There are tightly coupled techniques to integrate 

GNSS and INS sensors to provide more accurate information. In this case, the algorithm is based on the raw GNSS 

measurements, for example, pseudorange and Doppler observables. This approach offers better accuracy in poor 

signal and limited coverage scenarios. 

Even if the GNSS data are integrated with other information like INS or odometry, the measurements can be 

inaccurate in urban canyons surrounded by high buildings. In [4] a unique method is proposed, which uses a fish-

eye lens camera to observe the visibility of the sky and the satellites. Based on this information, they can decide 

the weighting factor of the used sensors during prediction. 

https://doi.org/10.3311/BMEZalaZONE2022-012
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The purpose of this publication is to illustrate the hardware and software architecture of a device capable of 

producing high-precision, high-frequency position, velocity, and orientation data. The main goal is to use less 

financial material than its commercial counterparts with loosely-coupled GNSS and INS sensor integration. 

2 RTK GNSS device 

2.1 Hardware 

The hardware comprises several different modules to implement the desired functions. It includes two u-blox 

GNSS receivers, an IMU sensor, a microcontroller, LEDs, and various communication interfaces like CAN and 

USB ports. For said hardware elements to work together as a unit, designing a printed circuit that implements the 

expected circuit connections between the components is necessary. 

The central microcontroller is a 32-bit ARM Cortex-M7 controller with a maximum clock speed of 300 MHz, 

providing sufficient resources to receive, process, and communicate sensor data. In addition to the essential 

functions, it has several interfaces, such as UART ports, SPI, I2C, or CAN communication capabilities typical of 

automotive controllers. This way, sensor data can be read out at high frequencies and transmit raw and calculated 

data to other external devices simultaneously. 

Two u-blox GNSS receivers on the hardware provide accurate position, speed, and orientation information. 

They support RTK technology, meaning they can produce data with up to 2 centimeters accuracy. It requires 

correction data provided by an external base station. A single receiver would be sufficient to determine position 

and speed, but a second device is necessary to determine high-precision orientation even in a stationary position. 

In this case, the heading is calculated from the relative position of the two antennas. The GNSS device of choice 

supports this feature, so it does not need to be implemented separately on the microcontroller. 

For the device to estimate the required states of a vehicle, a Bosch BMI085 IMU sensor has also been placed 

on the circuit. It is a 6-degree-of-freedom sensor that includes a 3-axis gyroscope and a 3-axis accelerometer. The 

sensor can provide data with a maximum frequency of up to 2000 Hz, depending on the built-in filter configuration. 

The microcontroller communicates with the sensor via an SPI interface. 

A fundamental requirement for a device intended for an in-vehicle environment is to communicate with other 

ECUs via the CAN network so that they can properly access the data it provides. The hardware is able to send 

some basic information about its status and, of course, publish raw GNSS and IMU data, as well as Kalman filter 

estimates with a 100 Hz update. 

 

Fig. 1 The GNSS module (left) and the GSM module (right) hardware. 

2.2 Software and challenges 

The primary function is to predict high-frequency speed, position, and orientation data. The sensor data 

processing required for this takes place on a microcontroller with ARM Cortex M7 architecture. 
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Fig. 2 Sketch of the prediction data flow 

Fig. 2 also shows the calculation is done by an EKF [5], which can determine the device's exact position, speed, 

and orientation with knowledge of the high-precision 8 Hz GNSS and 100 Hz IMU data. 

The state-space consists of 10 parameters (1). The first four are for the orientation, represented in quaternion 

form. The next three are the latitude, longitude, and height for the position, and the last three are the velocity in 

NED coordinate system. In the future, it can be expanded by new ones if needed. 

 [𝑞0 𝑞1 𝑞2 𝑞3 𝑝𝑜𝑠𝑁 𝑝𝑜𝑠𝐸 𝑝𝑜𝑠𝐷 𝑣𝑒𝑙𝑁 𝑣𝑒𝑙𝐸 𝑣𝑒𝑙𝐷] (1) 

There have been several challenges during the development that significantly affect the accuracy of the 

estimates. One such factor is the fundamental property of GNSS receivers. Calculation of the centimeter-accurate 

information with RTK correction takes time, ranging from 50 to 100 milliseconds based on tests. Due to this delay, 

the position delay can be multiples of 10 centimeters in a high-speed scenario. Based on the outputs of the GNSS 

receivers, this delay is measurable, so by modifying the Kalman filter accordingly, this can be compensated. Fig. 

3 shows the estimator already gives an accurate result. 

 

Fig. 3 Raw 8 Hz GNSS position (with blue) and delay compensated predicted position based on GNSS and IMU (with 

orange) 

The prediction accuracy also depends on the calibration of the IMU, which has two types. The so-called static 

calibration is required to determine and compensate the accelerometer and gyroscope biases and scale errors. The 

other is the relative orientation of the IMU sensor frame to the vehicle chassis frame, requiring rotational sensor 

data transformation. Most of these parameters can be calculated by a PC application, which is also under 

development. 

One basis for the operation of the EKF is to use lower frequency but more accurate GNSS data to clarify the 

error of the data estimated from the IMU. The orientation around the vertical axis is determined from the positions 

given by the two antennas of the GNSS modules, but the exact values of pitch and roll are unknown. The 

calculation of these can be examined with the help of the IMU gyroscope, but this estimate may become more and 
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more inaccurate over time due to the noise and inaccuracy of the sensor. The development to solve this issue is 

currently running and being tested. 

3 Correction module 

RTK GNSS correction requires correction data from an external base station with a well-known location. The 

information can be transmitted through a wireless internet connection or radio communication. In this case, the 

internet connection is the appropriate way because there are several online services available nowadays. 

Furthermore, the Faculty of Civil Engineering is operating and testing GNSS base stations at the Budapest 

University of technology and Economics and on the ZalaZONE Automotive Proving Ground. 

The hardware for this task is a separate device from the GNSS module. A Quectel LTE modem is responsible 

for the mobile internet connection, which later can be replaced by a 5G compatible one. An 8-bit microcontroller 

performs the configuration of the modem and the data management. An RS232 port is available for transmitting 

the correction data to the GNSS module. 

4 Results and conclusion 

During development, it was possible to compare the results of current improvements with a commercially 

available device developed for a similar purpose (iMAR iNAT-M200). In these tests, for example, we validated 

the results of the already mentioned delay compensation. In Fig. 4, it can be seen that the self developed position 

estimation (orange) fits the iMAR position prediction output (purple). Based on the more significant delay of the 

raw position, we assume that the GNSS chipset used in the iMAR is older than the ZED-F9P. The output of the 

presented device has more noise and corrections when a new GNSS measurement is available, which is also 

perceivable on the plot. This originates from the IMU inaccuracy, which means that the next steps must be taken 

in this direction. 

Furthermore, in collaboration with the Department of Automotive Technology, we had the opportunity to 

perform a successful autonomously controlled double lane change during high-speed tests based on the signals 

from our device. We collaborate with the Faculty of Civil Engineering during the work, responsible for testing and 

configuring the base stations. 

In the current phase of the work, it can be said that the performance meets the expectations. In the following, 

the main goal is to improve the performance by decreasing the prediction error from several different sources and 

increasing the reliability based on test results and user feedback. 

 

 

Fig. 4 Position delay comparison in the function of time. 
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Abstract 

The testing of Connected and Automated Vehicles (CAVs) and that of the smart infrastructure (traffic control devices 

and vehicle sensors) in relation with CAVs will be supported by the development of a novel type of road traffic light 

management system at ZalaZONE Automotive Proving Ground. The system to be developed aims to allow a fully 

flexible traffic signal control during vehicle and system testing. The system shall provide a freely programmable 

open Application Programming Interface (API) towards the traffic light control units in contrast with traditional 

(rigid and closed) traffic control equipments. In this concept, each traffic light control unit will be made available 

via a remote control software running on a cloud system. 

Keywords: road traffic control, traffic light, ZalaZONE 

1 Introduction  

The development is motivated by the favorable situation that a new, automotive proving ground was constructed 

in Hungary (Zalaegerszeg), called ZalaZONE (https://zalazone.hu/) [1]. This test track is specifically designed for 

Connected and Automated Vehicle (CAV) as well as for Cooperative, Connected and Automated Mobility 

(CCAM) testing and homologation processes in the near future. The more, the mission of ZalaZONE is not limited 

to pure commercial use. It is also aims to actively support research and innovation activities in national and 

international cooperation both with academia and industrial partners.  

In this research, a system is designed for a fully flexible road traffic control system at ZalaZONE Proving 

Ground where 7 signalized junctions are located at the Smart City Zone and 3 signalized intersections at the 

University Test Track. Additionally, a public road intersection in Zalaegerszeg city will be signalized in 2022, 

which shall be also controlled by the proposed traffic management system.  

2 Traffic Light Control in the era of CAVs 

Until now all realizations of traffic lights have been based on the fact that traffic signals are perceived by human 

drivers exclusively. Therefore, all relevant standards prescribe the technical requirements according to the 

capability of human perception, e.g. traffic lights' radiation angle [2] or the position and number of traffic signal 

heads at the road crossing.  

With the presence of automated cars the time has arrived to fundamentally rethink the classical approach 

concerning the production and operation of traffic light controllers. The goal of this technological revolution is the 

cooperation between the traffic controller and the vehicles, i.e. V2X (Vehicle to Everything) communication 

technologies. This can be realized in one-way or two-way communication: 

• Traffic light controller provides messages to road vehicles which process the received information for 

their own purposes. 

• Road vehicles communicate information to traffic light controller. 

• The communication is bidirectional between the traffic controller and the vehicle.  

 

In relation with the wireless technology, the technical specification for Signal Phase and Time and Map Data 

(SPaT/MAP) [3] must be taken into consideration when talking about future traffic controller design. SPaT/MAP 
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offers a potential channel for detailed information exchange between traffic systems and road users. Based on 

SPaT data the vehicles (or drivers) can be informed about the current status and change of the traffic signal ahead 

as well as about the next signal stage change. It also provides information about approaching traffic to optimize 

the signal system. MAP data describes the physical geometry of one or more intersections. In connection with 

SPaT/MAP the ISO/TS 19091:2017 norm [4] is also important to mention as it defines the message, data structures, 

and data elements to support exchanges between the roadside equipment and vehicles. 

3 Traffic Control System Design for Test Track 

The aim of the planned road traffic control is to enable a flexible system such that traffic signal heads (vehicle, 

bicycle, pedestrian and auxiliary signals) can be controlled even separately and freely during vehicle tests. The 

control of all traffic light at the ZalaZONE test tracks shall be made available by means of a central control software 

running in a cloud system. The basic concept of the designed system is illustrated in Fig. 1. where each traffic 

lights as well as traffic signal heads can be arbitrary controlled. A more specified architecture is shown by Fig. 2. 

 

Fig. 1 Overview of the ZalaZONE traffic light control system 

The central software controls the traffic light system via Kafka Messaging Protocol. Furthermore, the control 

center shall be made available to external systems via an open API too. This means that users might apply own 

(flexible) traffic control logic when testing, basically using “getter” and “setter” functions for traffic light 

operation. 

 

Fig. 2 System architecture of the traffic control 

The main requirements for the control system is defined as follows. The traffic light control system shall be 

freely programmable. All safety systems common in road traffic management systems (and required by standard 

originally) shall be flexibly switched on or off (i.e. when deactivated, there is no intergreen time matrix, no green 

conflict monitoring). The central control software shall also ensure that the signal heads are accessible at all times 

for verification: the software shall continuously check that the predetermined signal phases (even if intentionally 

irregular for testing purposes) are displayed on the light points and that the LED bulbs are not broken down. 
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The control center has three control modes: 

• Signal Control Script:  

Operation according to a predefined sequence in a script file (a case of this is the conventional fixed-

time program protected by intergreen time matrix). 

• Signal Control API: 

Control implemented by commands from an arbitrary program (e.g. Matlab or Python script) via open 

API. 

• Signal Control GUI: 

Control can be realized via a GUI. In practice, it means an arbitrary modification of the currently 

running program. 

 

The hierarchy between the 3 control modes introduced above holds the following sequence. A Signal Control 

Script based control (1) can be overwritten by logic (2) via the Signal Control API or modified by control (3) via 

the GUI at any time. Additionally, a Signal Control API based control (2) can only be overwritten by an 

intervention through the Signal Control GUI (3).  

In the designed system the following access levels are defined for users. 

• Access level ''admin'' denotes access to every function and the development environment. 

• Access level ''tester'' means access to every relevant function. 

• Access level ''researcher'' is the access to every function. 

• Access level ''demo/viewer'' means access to limited functions. 

4 Software development via PLC devices 

The central management software will be developed according to the predefined requirements: all light points 

shall be freely programmable in the system. This means that even all safety functions, which are used in traditional 

traffic light controllers according to the standards (e.g. intergreen time matrix checking), can be switched off while 

testing with adequate security measures. To realize this mission, proper controller devices are needed on the 

intersection spots. Therefore, at the signalized ZalaZONE intersections WAGO Programmable Logic Controllers 

[5] (PLCs, shown by Fig. 3) will be used for: 

• local control of the traffic lights and 

• allowing remote control from the central traffic management system. 

  

Fig. 3 Programmable Logic Controller (WAGO PFC200) for ZalaZONE signalized intersections (pictures from [5]) 

The WAGO PLCs work on Linux based operation system allowing a fully flexible programming. On the one 

hand, a basic local program works on this type of PLC. On the other hand, in the background Linux programs can 

be run. In this vein, the cloud based central traffic management software can arbitrary change the PLC live running 

programs via Apache Kafka Messaging Protocol. 

A representative realization of the designed system will be the remote management option, i.e. the traffic lights 

will be capable to be monitored and controlled via the internet from anywhere.  
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5 Conclusion 

A novel road traffic management system is planned aiming to allow a fully flexible traffic signal control during 

vehicle and system testing at ZalaZONE Proving Ground. The methodology of the proposed traffic management 

system can be adopted for any other test tracks or even for real-world traffic control system. The system to be 

developed will also support the future customers of ZalaZONE as in this way the tests can be monitored and saved 

real-time. In relation with this last option, the digital twin concept must be emphasized which is also a future plan 

of the designed system. This work will use two simulation software packages: PTV VISSIM (a common industry 

software) and SUMO (open source software mostly used by researchers). The digital twin will allow to real time 

mimic the test tracks’ traffic light control in parallel in traffic simulation software environment. By the help of this 

the so called mixed reality simulation [6] and Vehicle-in-the-Loop [7] testing processes can be implemented in the 

future. 
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Abstract 

Performing dynamic double lane-change maneuvers can be a challenge for highly automated vehicles. The 

algorithm must meet safety requirements while keeping the vehicle stable and controllable. The problem of path 

planning is numerically complex and must be run at a high refresh rate. The article presents a new approach to 

avoiding obstacles for autonomous vehicles. To solve this problem, a geometric path generation is provided by a 

single-step continuous Reinforcement Learning (RL) agent. At the same time, a model-predictive controller (MPC) 

handles the lateral control to perform the dual lane-change maneuver. The task of the learning agent in this 

architecture is optimization. It is trained for different scenarios to provide geometric route planning parameters at 

the output of a neural network. During training, the goodness of the generated track is evaluated using an MPC 

controller. A hardware architecture was developed to test the local planner on a test track. The real-time operation 

of the planner has been proven. Its performance has also been compared to human drivers. 

Keywords: Local path planning, Model predictive control, Reinforcement learning, Vehicle dynamics 

1 Introduction 

With the beginning of the 2010s, machine learning, in-depth learning and artificial intelligence have undergone 

rapid development. In addition to classical control planning and decision algorithms, they are advancing in solving 

control tasks, especially for various vehicle control tasks. It seems that combining artificial intelligence-based 

developments with control techniques can be an effective method for autonomous vehicle controls. 

All vehicles need to drive the most optimal route when performing a critical maneuver, such as a double lane 

change. Several optimization criteria can be specified to minimize jerk and lateral acceleration. The moose test 

defined by ISO 3888-2 is a good tool for testing the stability of a vehicle in a dynamic limit situation. 

The best path and trajectory planning algorithms for fully autonomous vehicle functions were covered in the 

following review publications [1], [2], [3]. A path is a sequence of waypoints that the vehicle must follow, referred 

to as a trajectory with supplied velocity information. 

Several solvers can handle the entire constrained optimization problem, albeit it presents the issue of real-

timeness [4]. One approach is to use deep learning to train a neural network for the solutions of many optimization 

results and use it as a practical solution or an initial guess for the solver [5], which can work for simple setups but 

is a difficult task to cover the entire state space in more complex scenarios. 

Another method is using Reinforcement Learning (RL). The agent interacts with its environment based on trial-

and-error and previous experiences and learns the best behavior using performance measurements called rewards 

[6]. These techniques often use end-to-end solutions, which means the agent responds to steering and acceleration 

demands. The trajectory planning is planted somewhere in the knowledge acquired via training. Many sensor 

models, such as grid-based [7], beam sensors [8], camera [9], or ground truth position information [10], can be 

utilized since the agent can cope with unstructured data. The other end of the RL-based research spectrum focuses 

on strategic decisions, defining high-level actions, and delegating task execution to an underlying controller, which 

is beyond the scope of this study. Only a few solutions exist in the literature where the path planning is done with 

RL [11], [12]. A survey on RL-based motion planning can be found in [13]. 
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2 Methodology 

Our current research aimed to create an experimental method to plan the optimal route for a double lane change 

in real-time, and some simplifications were introduced: constant asphalt-wheel friction coefficient, the vehicle has 

an ideal high-level sensor model, nonlinear single track vehicle model is used, and the maneuver is performed on 

a straight section of the road. 

 

Fig. 1 RL agent training architecture with classical control loop 

This task was solved differently from the classical optimalisation based approaches. The reinforcement learning 

was combined with geometric path planning. The state-space contains the lane's width, length, and position that 

the vehicle must traverse without touching the lane boundaries. Arc length and curvature parameters of polynomial 

and straight sections constitute the action-space. The generation of points x, y of the track is performed by a path 

generator based on the action-space. The path consists of two straight and three polynomial sections. The 

coefficients of the polynomials are calculated by determining their curvature function. The function of the path 

yaw angle and x, y points are determined by numerical integration along the arc length, which gives a good 

approximation. 

The state space is 11, and the action space is 10 continuous values. The task is to generate the optimal route for 

a given condition or lane option. 

 

Fig. 2 State and action-space representation of the training environment 

 In reinforcement learning, an agent is taught, which requires a simulation environment. The training process 

needs many iterations. An iteration is called a step, and a series of steps is called an episode. One-step teaching 

was used wherein each step, the agent receives a different random but executable or near-executable state space 

and predicts an action space from which the path can be generated. The modeled vehicle is guided along the track 

by an MPC controller responsible for lateral control. Longitudinal control of the vehicle should only be performed 

until acceleration. The slip values, lateral acceleration, angle, and distance errors from the course are evaluated 

during the course. The value of the reward or the penalty can be determined if a cone has been touched or the track 

has been left. A TD3 (Twin-Delayed Deep Deterministic Policy Gradient) agent was implemented for training in 

a Python environment.  

3 Hardware architecture for field test 

The trained neural network of the agent consists of 3 hidden layers and a few hundred neurons, allowing fast 

and real-time prediction. The agent has been implemented on a Jetson AGX Xavier running Robot Operating 

System 2, which receives state space elements via CAN network and predicts action space. 
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Fig. 3 Hardware architecture and experimental setup 

A real-time dSPACE MicroAutoBox generates the track, and an MPC controller performs lateral control-based 

RTK GPS based on the action space. The real-time device also performs longitudinal control. A steering robot has 

been installed, and by removing the accelerator pedal, the engine control electronics receive the analog signal 

directly. The RTK GPS, IMU, and vehicle CAN data are logged for later evaluation. 

A series-production BMW M2 car with a competition package was used for the tests, which after the 

modifications mentioned above, is suitable for throttle and steer-by-wire operation. The installation of the 

instruments is shown in the figure. 

4 Results 

After training the agent, the results were also validated with field tests. For real vehicle tests, a moose test as 

defined by ISO 3888-2 was performed at the ZalaZONE test track in Zalaegerszeg. The cones of the test were 

placed cm accurately with RTK GPS on the center of the 300 m diameter ultra-flat dynamic platform. While two 

supervising drivers were sitting in the vehicle, the system automatically accelerated to an initial speed until the 

ISO standard specified torque release point and then performed the double lane change. 

 

Fig. 4 Traversed routes, lateral acceleration, and jerk of moose test experiments 

The agent successfully passed the test with 60 km/h maximum initial speed. The limitations of the lateral 

controller determine the maximum speed. In the case of a human driver, only 5 out of 14 ended without cone touch. 

There was already a cone touch when entering the first lane in many cases. Fig. 4 shows an attempt at nearly the 

same initial speed. The dashed line represents the agent's traversed path, side acceleration, and jerk. The blue 

successful and the green and orange represent unsuccessful attempts of three different human drivers. The figure 

shows that the agent performs the path with less lateral acceleration and jerk. A driver who succeeds often yanks 
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the steering wheel, while drivers who have performed with errors have made many corrections. The tests also 

showed that the first lane-change maneuver was the most difficult, as the vehicle's speed here was the highest, and 

the drivers are shown in the diagram also made a mistake here. 

5 Conclusion 

The article presents real-time geometric path planning by an agent which used reinforcement learning to 

perform a double lane maneuver. It is clear how effectively the machine learning approach can be combined with 

classical control algorithms since an MPC controller was used for lateral control during agent teaching and real-

time tests. Drivers of average ability find it challenging to solve such a tricky maneuver, even at relatively low 

speeds. The following research topic will be the avoidance of moving objects. 
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Abstract 

Creating digital twins of the built environment based on point clouds broadens its application area; point clouds of 

buildings support BIM (Building Information Modeling) while the digital twins of road surfaces support 

transportation applications. Point clouds acquired by current TLS (Terrestrial Laser Scanning) or by MLS (Mobile 

Laser Scanning) systems represent the road surface with high accuracy, and resolution (i.e. with small point 

spacing). In particular applications extreme high accuracy and robustness is required; the paper discusses 

surveying and assessment of vehicle test track, including a braking platform. Both the surveying method (TLS 

supported by Total Station measurements) and the data processing workflow are presented. The potential evaluation 

results are discussed in detail; semi-automatically created 2D sections and deviation maps shows how the current 

state of the pavement differs from the as-designed geometry. The investigations proved that point-cloud based data 

acquisition methods enable deriving high accuracy and high-resolution road surface models. 

Keywords: MLS, OpenCRG, point cloud, TLS 

1 Introduction  

As-built documentation reconstruction planning of roads are based on geodetic surveying of sections in every 

25 meters [1]. These surveys fulfil the general construction requirements (earthworks calculations, accuracy 

assessment) but do not provide sufficient, detailed information to vehicle dynamics simulations or for detecting 

minor failures of the pavement. In such cases applying surface-based data acquisition technology is recommended 

that generally provide point clouds of the surveyed object/area. In engineering practice imagery-based spatial 

reconstruction (e.g. SfM – Structures from Motion) and laser scanning are the most widely used technologies to 

capture high accuracy, high resolution geometry of structures. The end products of such surveys enable creating 

the digital twins of the particular structures/facilities.  

Application of point clouds to various engineering purposes has been investigated for years, e.g. engineering 

geology [2], cultural heritage protection [3], reverse engineering [4]. Abby et al (2015) captured road profiles and 

analyzed the IRI (International Roughness Index) values [5]. El Issaoui et al (2021) assessed the potential of MMS 

(Mobile Mapping System) to detect pavement failures [6]. Égető et al (2020) discussed how point clouds can 

support road construction works, they used total station measurements as reference [7]. Guan et al (2015) 

developed a method to automatically extract road features (road surface, road markings, pavement cracks) from 

MLS (Mobile Laser Scanning) datasets; the resolution of the point cloud limited the detection of small cracks [8]. 

Current paper discusses investigations for both TLS and MLS data sets from the ZalaZone Aquaplaning braking 

platform. The surface of the track was assessed by TLS data and the general applicability and reliability of MLS 

data is presented. 

2 TLS based road surface modelling and assessment 

The applied Surphaser 400 laser scanner enables high accuracy geometric assessment due to its technical 

capabilities: 1 mm ranging accuracy and 0.1 mm ranging noise. During pre-processing of the point cloud farthest 

points reflected with low intensity or by low incident angle has been filtered out therefore reducing the risks of 

certain errors. The aquaplaning test track is a 200 m long road segment; in order to achieve robust registration of 

point clouds captured from different scan positions, we applied control points all over the area that have been 
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measured by a Leica TS16i total station. This also enabled georeferencing the data set; further measurements from 

the same area can be compared to each other this way. The maximum residual value in the control points was 4 

mm during the registration.  

Based on the design plans the reference model has been created. The aquaplaning track starts with a 15 m long, 

1% slope, then it has a 180 m long horizontal segment, closed by a 15 m long slope at the end. The reference 

surface composed by 3 planes enables to create a deviation map that shows the differences from the as-designed 

model. 

Such high-resolution deviation map becomes easy to be managed if elevation data is structured in a regular grid, 

applying conditional formatting for color coding. Fig. 1 shows a grid with 1 m longitudinal- and 1 dm cross-

resolution; elevation values have been interpolated with nearest neighbor method from the point cloud. 

 

Fig. 1 Regular grid elevation map 

From the pre-processed point cloud different engineering products have been derived. Cross-sections in every 

5 meters, while points of longitudinal sections (Fig. 2) in the track axis and crossfall values have been defined by 

1 m spacing using semi-automated technique. Annotations have been added in CAD environment. 

 

Fig. 2 TLS - Longitudinal section 

Although point clouds have multiple application opportunities, deriving surface model is beneficial in multiple 

cases. TIN (Triangulated Irregular Network) enables effective data storage and manages interpolation between 

measurement points [9]. CRG (Curved Regular Grid) models can be created using the surface model and the as-

designed model; such CRG models can be applied in vehicle simulation environments (e.g. IPG CarMaker) (Fig. 

3) [10, 11]. According to OpenCRG standard road surface elevation data is to be structured in cm-resolution in a 

grid along the road axis. Having the axis line, the primary (x and y) coordinates can be defined, and the elevation 

(z) values can be interpolated on the surface model. 

 

Fig. 3 TLS OpenCRG model UVZ map, section 0+130.00-0+160.00  

The derived products show the potential of investigating road surfaces is such high accuracy and high-resolution 

point clouds are available. Cross-sections enable detecting small differences, while OpenCRG models support 

simulations with extreme accuracy requirements. 

3 MMS data assessment 

MMS data was captured by a Leica Pegasus 2 resulting connecting point cloud swaths. During pre-processing 

these datasets have been merged and the area of interest has been extracted. Compared to TLS data one main 

difference is in the number of points: MMS dataset contained 17 million, while that of TLS had 130 million points. 



Lovas et al.: Point Cloud Based Road Surface Modelling and Assessment 73 

 

Regarding point distribution, TLS point cloud spacing is smaller close to the scan positions, while MMS produce 

more evenly distributed points. 

One way to assess geometry is creating deviation maps; most of the differences between the TLS and MMS 

data lie in the 0-8 mm range (Fig. 4, Fig. 5) 

 

 

Fig. 4 TLS-MLS deviation map in section 0+000.00 – 0+100.00 km  

 

 

Fig. 5 TLS-MLS deviation map in section 0+100.00 – 0+200.00 km 

In order to further evaluate the MMS data quality, same products have been derived as it was shown in case of 

TLS. Crossfall values were computed from the longitudinal section points; the trend is similar, however, 

reasonable difference can be observed in some sections (Fig. 6). 

 

Fig. 6 TLS-MLS crossfall values 

Analyzing the cross sections, no such small differences can be observed, as in case of TLS, however, the general 

trend of the road geometry seems to be correct (Fig. 7). 

 

Fig. 7 TLS (left) and MMS (right) cross sections in 0+055.00 km  

OpenCRG models derived from both data sources show similar results as in case of cross- and longitudinal 

sections. CRG models from MMS are less detailed compared to TLS-based models (Fig. 8). 
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Fig. 8 MLS OpenCRG model 0+130.00-0+160.00 

4 Conclusion 

The results proved how high-resolution, accurate point clouds can effectively support road surface 

investigations, detecting pavement failures (e.g. potholes, cracks), differences compared to the as-designed models 

(e.g. in crossfall values). MMS data can describe the overall road geometry, shows the trends of changes, but TLS 

is to be recommended in case of extreme accuracy and resolution demands. Data acquisition method is to be chosen 

according to the requirements of the desired end products. 
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Abstract 

Accurate localization of autonomous vehicles is a key component of the onboard control and guidance system. 

Global Navigation Satellite Systems (GNSS) are widely used in the transportation industry for positioning and 

navigation, but the generally used single point positioning (SPP) technique cannot meet the accuracy requirements 

of the autonomous vehicles. This paper briefly introduces other GNSS positioning techniques with the accuracies 

ranging from several meters to centimeters. The techniques are compared in terms of accuracy, latency and 

reliability. Highly accurate positioning techniques usually rely on a groundbased augmentation system (GBAS) that 

provides correction services for the users. We introduce the procedure and the first results of establishing a local 

GNSS correction service at the ZalaZONE Automotive Proving Ground. The results show that cm level positioning 

accuracy can be achieved with such a service in real-time that enables the users to track the trajectory of the vehicles 

with high accuracy. 

Keywords: DGNSS, GNSS, RTK, SPP 

1 Introduction  

Determining the positions of observing sites on land, at sea, or in the air using observations of distant objects 

has been carried out for hundreds of years. However, it was only with the space-age and the appearance of artificial 

satellites that it became possible to develop a global system for high accuracy positioning and navigation. As a 

result, the global navigation satellite system (GNSS) was established. A historical review of the evolution of 

satellite-based positioning can be found in [1].  

The principle of satellite-based positioning is the spatial trilateration process using ranges measured to satellites 

with known positions. GNSS receivers record the run time (𝜏𝑆) required for the signal to reach the receiver from 

the satellite antenna. This time interval can be easily converted to range by multiplying it by the speed of light. 

When the known position vector of the satellite is denoted by 𝜌𝑆 and the unknown position vector of the receiver 

is ρR, the measured range takes the form 

𝜌𝑅
𝑆 = ‖𝜌𝑆(𝑡 − 𝜏𝑆) − 𝜌𝑅(𝑡)‖,     (1) 

where both vectors are relative to the geocenter. Since the satellite and receiver clocks are not synchronized, the 

receivers observe the so called pseudoranges: 

𝑃𝑅
𝑆 = 𝜌𝑅

𝑆 + 𝑐(𝑑𝑡𝑅 − 𝑑𝑡𝑆),     (2) 

where dtR and dtS denote the clock offsets of the receiver and the satellite (transmitted by the satellites). Thus, at 

least four satellites are needed to determine a kinematic 3D position, since the receiver clock error is unknown 

and it is changing rapidly.  

The fundamentally harmonic radio wave GNSS signals (termed the carrier) are modulated with a characteristic 

pseudorandom noise (PRN) code and with a low-rate navigation data message. This enables two methods to 

measure the pseudoranges to each satellite. Using the code ranges (C/A code) to observe the pseudoranges one can 

achieve an accuracy of approximately 3 m and the observation is unambiguous. On the other hand, using the carrier 

phase without the codes, one can improve the accuracy of the pseudoranges to several mm. However, phase range 

observations are ambiguous, only the fractional wavelength can be measured with such an accuracy and the integer 

ambiguities – the number of full waves between the satellite and the receiver – must be resolved during the position 
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computation. In the next sections we will introduce the fundamental GNSS positioning techniques, that could be 

used for positioning autonomous vehicles. 

2 GNSS positioning techniques 

In this paper we aim to present various positioning techniques tested in a real case study to assess their 

characteristics and accuracy measures. Approximately 2 hours of GNSS observations taken by a static low-cost 

U-blox F9P multi frequency multi GNSS receiver are processed with each positioning technique. The 

measurements were processed with the RTKlib open-source software [2] using GPS, Glonass, and Galileo dual-

frequency observations.  

2.1 Single point positioning  

The equation of absolute positioning with code ranges is the following: 

𝑃𝑖
𝑗(𝑡𝑖) = 𝜌𝑖

𝑗
(𝑡𝑖 − 𝜏𝑖

𝑗
, 𝑡𝑖) − 𝑐𝛿𝑡𝑖(𝑡𝑖) + 𝑐𝛿𝑡𝑗(𝑡𝑖 − 𝜏𝑖

𝑗
) + 𝑇𝑖(𝑡𝑖) + 𝐼𝑖

𝑗(𝑡𝑖) + 𝑣
𝑃𝑖

𝑗 ,  (3) 

where 𝑃𝑖
𝑗
 is the measured pseudorange (between satellite j and receiver i), 𝜌𝑖

𝑗
 is the geometric distance between 

the satellite and the receiver. 𝑐𝛿𝑡𝑗 is the effect of satellite clock error, which is transmitted as part of a navigation 

message broadcast by the satellites. 𝑇𝑖  and 𝐼𝑖
𝑗
 denote the effect of the troposphere and the ionosphere on signal 

propagation. In real-time applications without any further information, these effects can be mitigated using the 

correction models defined either in the navigation messages or by empirical functions. More information about 

clock errors and the effects of the atmosphere is available in [3] or in [4].  

Fig. 1 shows the time series of the horizontal coordinate residuals. One can observe that the spread of the 

position solutions is in the order of several meters. The GPS system provides the horizontal position accuracy of 

less than 13 meters at the 95% probability level (2) in 24 hours anywhere on the globe [5]. Our results shows a 

much lower uncertainty in the study period mostly because of the inclusion of the additional satellite systems. 

  

Fig. 1 Absolute positioning with code ranges (120 minutes of results) 

2.2 Differential positioning with code ranges 

Although SPP technique meets the requirements of navigational applications, several positioning applications 

of moving platforms require significantly higher accuracy, such as the guidance and control of autonomous cranes 

or the tracking of autonomous vehicles. The SPP technique has several limitations. Satellite clocks are 

synchronized on the level of ca. 5ns leading to a ranging error of ca. 1.5m, broadcast orbits has the accuracy of ca. 

1m and other systematic error sources like ionospheric delays are not modeled on an accuracy level to achieve 

submeter positioning accuracy, To overcome this problem, the differential positioning technique was introduced 

(DGNSS). DGNSS uses additional simultaneous observations provided by a base station to reduce the effect of 

the mentioned systemic error and to improve the accuracy of the positioning in real-time. The base receiver is 

installed on a site with known coordinates and it tracks all the available GNSS satellites in view. By taking the 

pseudorange observations the base receiver is capable to calculate the pseudorange residual using its own 

coordinates and the known position of the satellite: 

∆𝑃𝑏
𝑗(𝑡𝑖) = 𝜌𝑏

𝑗(𝑡0, 𝑡𝑖) − 𝑃𝑏
𝑗(𝑡𝑖) = 𝑐𝛿𝑡𝑏(𝑡𝑖) − 𝑐𝛿𝑡𝑗(𝑡𝑖 − 𝜏𝑖

𝑗
) − 𝑇𝑏

𝑗(𝑡𝑖) − 𝐼𝑏
𝑗(𝑡𝑖).  (4) 
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This pseudorange residual contains information on the effect of the troposphere and the ionosphere, the orbit error 

and the clock biases of the satellite and the base receiver. The pseudorange residuals (corrections) are transmitted 

to the rover receiver in real time to correct the observations of the rover receiver:  

𝑃𝑟
𝑗(𝑡𝑖) + ∆𝑃𝑏

𝑗(𝑡𝑖) = 𝜌𝑟
𝑗
(𝑡𝑖 − 𝜏𝑟

𝑗
, 𝑡𝑖) − 𝑐𝛿𝑡𝑏𝑟(𝑡𝑖) − ∆𝑇𝑏𝑟

𝑗 (𝑡𝑖) − ∆𝐼𝑏𝑟
𝑗 (𝑡𝑖)   (5) 

Thus, one obtains a similar equation to (3), but the systematic error sources are either eliminated or significantly 

reduced. It must be noted that DGNSS positioning technique can be solved with exactly the same algorithm as 

SPP using the corrected pseudorange observations. Fig. 2 shows the results of the differential positioning relative 

to ground truth in our case study. The results show that submeter level accuracy can be achieved with this technique 

without the need for initialization, so the position solution is available instantly after observation gaps. Moreover 

one can observe that the experienced coordinate uncertainties are much lower compared to the SPP case reaching 

the sub-meter level.  

 

Fig. 2 Differential positioning with code ranges (first 4 minutes of results). The statistics show results of 120 minutes of 

observation. 

2.3 Relative positioning with carrier phases 

In case of the relative positioning technique the PRN (pseudo random noise) codes are removed from the 

modulated signal and the pure carrier signal is used to measure the satellite-receiver distance. The carrier waves 

have the wavelength of ca. 20 cm. GNSS receivers create a replica of the carrier wave and compare this replica 

with the received carrier wave signal to measure the phase angle difference between them. This phase angle 

difference enables us to measure the fractional distance (within one ) with high accuracy. However, the number 

of full carrier waves between the satellite and the receiver is still to be found. Thus the equation of phase ranges 

are as follows: 

Φ𝑟
𝑗(𝑡𝑖) = 𝜌𝑟

𝑗
(𝑡𝑖 − 𝜏𝑟

𝑗
, 𝑡𝑖) − 𝑐𝛿𝑡𝑟(𝑡𝑖) + −𝑐𝛿𝑡𝑗(𝑡𝑖 − 𝜏𝑟

𝑗
) + 𝜆 ∙ 𝑁𝑟

𝑗
+ 𝑇𝑟

𝑗(𝑡𝑖) − 𝐼𝑟
𝑗(𝑡𝑖) + 𝑣

Φ𝑟
𝑗 (𝑡𝑖).   (6) 

where N is the phase ambiguity. Let’s assume that one observes m satellites in s epochs in a kinematic 

application. Since the number of unknowns is m+(3+1+m)×s (m phase ambiguities and 3 coordinates, 1 receiver 

clock error and m satellite clock error per epoch) and the number of observations is only s×m, the numerical 

solution of this problem is impossible. In case of PPP (Precise Point Positioning) additional high accuracy 

satellite clock offsets are introduced in the calculation to decrease the number of unknowns [2]. Another method 

is to use the relative positioning technique and eliminate the quickly changing receiver and the satellite clock 

error. 

Similarly to the DGNSS positioning, the position of the receiver could be determined relative to a base station. 

Calculating the difference of the observations of the two receivers at the same epoch for each satellite the single-

difference of phase ranges are obtained: 

∆Φ𝑏,𝑟
𝑗 (𝑡𝑖) = 𝜌𝑟

𝑗
(𝑡𝑖 − 𝜏𝑟

𝑗
, 𝑡𝑖) − 𝜌𝑏

𝑗
(𝑡𝑖 − 𝜏𝑏

𝑗
, 𝑡𝑖) − 𝑐𝛿𝑟(𝑡𝑖) + 𝑐𝛿𝑏(𝑡𝑖) 

+𝜆 ∙ (𝑁𝑟
𝑗

− 𝑁𝑏
𝑗
) + [𝑇𝑟(𝑡𝑖) − 𝑇𝑏(𝑡𝑖)] + 𝑣

Φ𝑏,𝑟
𝑗     (7) 

This equation gives the vector between the base and the rover receiver. Unfortunately the receiver clock error 

values are still changing rapidly over time causing a large number of unknows. To eliminate them, double 

differences are calculated by differencing the single differences with respect to a reference (pivot) satellite: 
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∆∆Φ𝑏,𝑟
𝑗,𝑘(𝑡𝑖) = 𝜌𝑟

𝑘(𝑡𝑖 − 𝜏𝑟
𝑘, 𝑡𝑖) − 𝜌𝑏

𝑘(𝑡𝑖 − 𝜏𝑏
𝑘, 𝑡𝑖) − 𝜌𝑟

𝑗
(𝑡𝑖 − 𝜏𝑟

𝑗
, 𝑡𝑖) + 𝜌𝑏

𝑗
(𝑡𝑖 − 𝜏𝑏

𝑗
, 𝑡𝑖) + 

+𝜆 ∙ (𝑁𝑟
𝑘 − 𝑁𝑏

𝑘 − 𝑁𝑟
𝑗

+ 𝑁𝑏
𝑗
) + [𝑇𝑟

𝑘(𝑡𝑖) − 𝑇𝑏
𝑘(𝑡𝑖) − 𝑇𝑟

𝑗(𝑡𝑖) + 𝑇𝑏
𝑗(𝑡𝑖)] + 𝑣

Φ𝑏,𝑟
𝑗,𝑘    (8) 

In our example the number of double differences is s×(m-1), and 3s+(m-1) unknown parameters must be 

determined. Although the relative position vector can not be solved from observations taken in a single epoch, it 

can be solved using several epochs of observations. It must be noted that despite ambiguities (N) are integer 

numbers by definition, they can be only estimated as real numbers (float solutions), and they must be resolved in 

a subsequent step as integers (fixed solutions) to achieve cm accurate positions [3]. Fig. 3 shows the initialization 

part of solving kinematic relative positioning in our case study. One can clearly see the initialization phase of the 

positioning, and how the accuracy improves after fixing the ambiguities. Other results of using phase ranges in 

vehicle tracking can be found in [6] and [7]. 

 

Fig. 3 Relative positioning with carrier phases (first 4 minutes of results). The statistics show results of 120 minutes of 

observation and only fix solutions.  

Summarizing the various positioning techniques, one can see that SPP and DGNSS techniques has the 

advantage of providing instantaneous positioning solutions, while RTK and PPP has a longer initialization 

(convergence) time. Although RTK technique provides cm accurate coordinate solutions after fixing the 

ambiguities, it also needs a certain initialization time after each signal loss to achieve this accuracy level. The 

positioning solution accuracies show that DGNSS technique is capable to provide lane level positioning accuracy 

with quick response time, thus it is ideal for vehicle tracking applications on the Proving Ground. However, the 

accuracy of RTK positioning is required for both dynamic testing applications and the development of the 

localization techniques of autonomous vehicles. Based on the comparisons it is clear that a ground based 

augmentation service is fundamental for the operation of the ZalaZONE Automotive Proving Ground. In the next 

section we will briefly introduce the establishment of such a station at ZalaZONE. 

3 ZalaZONE permanent station 

We have seen that several positioning technique used in vehicle tracking applications need correction services 

provided by a fixed permanent reference station. To assist the testing of vehicle dynamics and autonomous control 

and driving algorithms at the ZalaZONE Automotive Proving Ground, a dedicated reference station has been 

established. The station consists of a Leica GR30 geodetic multi-GNSS receiver capable to track all the available 

GNSS and SBAS (Satellite Based Augmentation Systems) satellites including GPS, GLONASS, Galileo, Beidou 

and EGNOS. The station is equipped with a Leica AR20 geodetic antenna manufactured with choke ring elements 

to mitigate multipath effects (Fig 4). The phase center offset and variation of the antenna has been determined 

using the absolute chamber calibration technique developed at the Geodetic Institute of the University of Bonn 

[8]. Thus, the equipment fully complies with the quality standards of the European (EUREF) Permanent Network. 

The GNSS station provides three different correction streams through the NTRIP (Networked Transport of 

RTCM via Internet Protocol) broadcaster of the Department of Geodesy and Surveying at the Budapest University 

of Technology and Economics. The broadcast streams are: 

- ZZON0 providing RTCM 3.2 MSM7 (RTCM Multiple Signal Messages v7) GNSS correction for 

GPS/GLONASS/Galileo and Beidou satellites realizing the highest accuracy corrections available; 

- ZZON1 providing RTCM 3.2 corrections for GPS and GLONASS satellites only due to compatibility 

issues for older receivers; 
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- ZZON2 providing RTCM 3.2 MSM4 (RTCM Multiple Signal Messages v4) GNSS corrections for 

GPS/GLONASS/Galileo and Beidou satellites realizing GNSS corrections with a lower transmission 

bandwidth a lower accuracy with respect to ZZON0. 

 

Fig. 4 The ZZON Permanent Station at the ZalaZONE Automotive Proving Ground  

The station coordinates have been determined using weekly observations of nearby EPN reference stations 

using the Bernese GNSS processing software V5.2 [9]. The station coordinates have been calculated in the 

European Terrestrial Reference Frame (ETRF2000) and refers to the epoch of the 2007.4, which corresponds to 

the geodetic datum of the Hungarian Active GNSS Network (GNSSNet.hu). Thus, the GNSS correction service 

seamlessly fits to the national GNSS correction service provided by the GNSSNet.hu. The station coordinates are 

given in Table 1. One must note that differential and relative positioning techniques provide coordinate solutions 

in the reference frames used to defined the reference station coordinates, while absolute positioning techniques 

provide solutions in the WGS-84 (World Geodetic Systems 1984) or ITRS (International Terrestrial Reference 

System) global reference frames. Currently the lateral difference between the continental ETRF and the global 

WGS-84/ITRS coordinates is close to one meter.  

Table 1 The ETRF2000 (Epoch 2007.4) coordinates of the ZZON station 

X 4179601.3173 

Y 1264445.0024 

Z 4633710.2155 

4 Outlook 

The permanent GNSS reference station becomes a fundamental infrastructure of the ZalaZONE Automotive 

Proving Ground. However, it can play an important role in the maintenance of the Hungarian and the European 

geodetic infrastructure, too. The station currently holds the status of being a proposed station in the EUREF 

Permanent Network and transmits realtime corrections to the EUREF-IP network as well as provides hourly and 

daily observations for the geodetic community. The observations are routinely processed not only to obtain 

repeated coordinate solutions of the stations for quality monitoring purposes, but also to use the information 

content of the GNSS signals for remote sensing atmospheric water vapour to improve the accuracy of weather 

prediction.  

In the near future we plan to include the permanent GNSS station in the Hungarian Active GNSS Network, too. 
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Abstract 

Wireless Sensor Networks (WSNs) are one of the most important parts of the advancements in smart city planning. 

The sensors provide valuable data about various metrics, such as air quality and traffic status. These measurements 

must be collected at a centralized data center to evaluate and create analysis results. Sending these messages is the 

responsibility of the network. Nodes inside a network are usually resource constrained. When the energy grid is not 

available, a portable energy source is required. To avoid long distance communication requiring high energy, multi-

hop communication is recommended inside networks. The routing of the messages must consider the energy use of 

a node, of the whole network and the probability of the message received by the central base station. This paper 

focuses on such algorithms, focusing on the typical grid layout of a smart city. 

Keywords: communication, IoT, routing, smart city, WSN 

1 Introduction  

Advancements in information technology made it possible to create detailed analysis of different processes in 

several key areas, such as industrial manufacturing processes, environmental observations and traffic control. This 

requires large amount of data, which is processed by different Big Data frameworks. This data is measured by 

different sensors placed at strategical locations and collected at a base station over some form of wired or wireless 

network, creating a wireless sensor network. 

The surge of IoT and low-cost sensor devices drove the installation price of such a network lower. These 

networks are self-configured and dynamic, making them easy to set up and robust against sensor failures. The 

network consists of multiple nodes, each node containing one or multiple different types of sensors, and a 

communication device to send and receive messages from the network. A network typically consists of between 5 

and 5000 nodes based on the number of needed measurements and the coverage area of the sensors.  

To keep the costs down, each node is usually resource-constrained with limited computational power, and in 

some cases, limited energy source. Because of this, multi-hop communication is usually preferred, where 

transmission occurs through multiple intermediary nodes. When the power source is limited (for example, running 

on a battery), the goal is to keep the nodes working for as long as possible without needing to recharge them. 

2 Related Work 

In the literature, several different algorithms have been proposed to handle multi-hop routing in wireless sensor 

networks. LEACH [1] periodically assigns nodes to be cluster heads randomly whose responsibility are collecting 

the messages from the sensors close to them. After receiving the messages, the cluster heads combine these into a 

single packet, and apply a compression algorithm before sending it to the base station. The compression and two-

hop communication reduce the energy needed for the communication. The cluster head approach is advantageous 

when the base station is placed somewhere near the wireless sensor network. 

PEGASIS [2] creates a chain between the nodes close to each other. At every round, the measured values are 

aggregated and sent towards one particular node through the chain, which in turn transmits to the base station. This 
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transmitting node is changed after every message sent. PEGASIS is mainly used when only aggregated data is 

needed at the base stations (such as minimum, maximum and average value), and the base station is placed farther 

away. In this algorithm, the nodes themselves handle the aggregation process, and only one node communicates 

with the base station at a time, reducing the energy needed for the long-distance communication. However, this 

algorithm is highly inefficient if the base station must receive every measured value. 

E2MR2[3] is an advanced routing algorithm designed specifically for sensor networks in smart city 

configurations. The algorithm uses a model based on link loads to minimize the network’s bit energy consumption 

parameter. 

Most of the routing algorithms suppose a model where the transmission of a packet is only based on the length 

of the message and the distance of the communication. However, wireless communication is usually lossy, and so 

the packet can be lost. Our goal is to provide a model where a quality-of-service criteria can be met providing a 

guaranteed probability of successful message transmission. 

3 Model 

To derive algorithms and conduct simulations, we first defined the following: our network consists of a base 

station and N stationary nodes, each of which might want to send a message to the base station. Nodes can be 

placed randomly or according to some pre-defined topology without any kind of obstruction, so every node can 

send and receive message from every other node. A randomly generated network can be seen on Fig. 1. We also 

assume that the nodes are energy limited, and each node starts with an initial energy E.  

We assume that for a given transmission, the sending node can choose how much energy it plans to use, which 

determines the probability of a successful transfer according to the Rayleigh fading model, which will be explained 

later. Our Quality-of-Service criterion is that the base station must receive the message sent by the node with a 

given probability, denoted by the 𝑃𝑠 probability value. The model runs as long as this criterion can be 

accomplished, meaning that there is enough energy left in the nodes to complete the transmission with the given 

probability. 

 

Fig. 1 An example of a randomly generated wireless sensor network. The square represents the base station, while the 

triangle shows the next node sending a message. 

To calculate the probability of successful transmission, we based our equation on the Rayleigh fading, which is 

a statistical model for the effect of a propagation environment on a radio signal.  

 𝑔𝑖𝑗 = −𝑑𝑖𝑗
𝛼 𝜃𝜎𝑧

2

ln 𝑃𝑖𝑗
 (1) 

As can be seen, the energy needed for a given transmission (𝑔𝑖𝑗) is a function over the distance between the 

nodes (𝑑𝑖𝑗), environmental and transmission factors (𝜃, 𝜎𝑧 , 𝛼), and the probability of the successful transfer (𝑃𝑖𝑗). 

Since the nodes are stationary, we can simplify this equation to the following formula: 

 𝑔𝑖𝑗 ln 𝑃𝑖𝑗 = 𝜔𝑖𝑗 ,  (2) 

 where 𝜔𝑖𝑗  is a constant value between two nodes in the network.  
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4 Energy aware routing algorithm 

After defining our model, we started developing algorithms to route messages between nodes in a multi-hop 

scenario. For this, we needed to decide which property of the network should be optimized. Our first idea was to 

minimize the energy used during the multi-hop transmission while maintaining the quality-of-service criteria. This 

however resulted in a static routing algorithm, where the energy used during a transmission would not depend on 

the energy levels of the nodes.  

To solve this, we have decided to incorporate the current energy level of the nodes. This is accomplished by 

maximizing the lowest node energy level after a transmission happens. This way, higher-energy nodes will be 

more likely chosen, and they will participate with more energy. We have proved that the lowest node energy level 

is maximized if and only if the energy levels of the nodes participating in the transmission reach an equilibrium. 

Another property of our routing algorithm is the maximum number of hops allowed in a transmission. While 

higher number of hops will usually provide a higher common node energy level for any given transfer, it will also 

require more energy due to the number of nodes participating. We differentiate between different strategies by 

calling it k-hop routing, where k is the maximum number of hops allowed. 

5 Topology based routing 

In many situations the topology of the network has a special structure and this structure can be used to further 

optimize the routing algorithm.  

A practical example for a given network structure is the ZalaZONE facility which is a large test field of sensor 

networks used to test autonomous and self-driving cars. The test field has a smart city area where the sensors are 

distributed in a grid, which is similar to larger city layouts as can be seen on Fig. 2.  

 

Fig. 2 Comparison of the layout of ZalaZONE and New York 

6 Results 

To test our algorithm, we have implemented the model and algorithm in Matlab. For testing our proposed 

algorithms, we have devised different configurations and scenarios. In every simulation, we have chosen the 

environmental constants to be the same, so we can compare the results between different executions. We have 

placed the nodes based on the model of the ZalaZONE Smart City Area. We have also chosen the 𝜔𝑖𝑗  values so 

that sending a message diagonally can only be done with significantly higher energy usage. With this setup, we 

have run 100 different simulations, and calculated the average number of messages successfully sent on the 

network. 
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Fig. 3 Results of different k-hop algorithms and LEACH 

As can be seen on Fig. 3, the k-hop algorithms outperformed both Direct sending and LEACH algorithms. 

Unfortunately, while the LEACH algorithm was implemented to also prefer the main axes, where transmission is 

easier, the random cluster head selection results in situations where not every column or row is covered. Due to 

this, sending messages to cluster heads, and transmission between cluster heads and base station will require higher 

energy use. Meanwhile, our k-hop routing algorithms can always choose an optimal path for message transmission. 

It can also be seen that in the case of the ZalaZONE layout with the given parameters, 4-hop routing seems to be 

the optimal strategy. 

7 Conclusion 

In this paper we have looked at different routing algorithms for energy aware IoT data communication in smart 

city layouts. As can be seen, most algorithms ignore the lossy nature of wireless transmission. Our proposed 

algorithm provides a quality-of-service criteria for successful message transmission. We have also seen that the k-

hop algorithm could be applicable for wireless sensor networks in smart city layouts. 
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Abstract 

In this paper we present a concept to implement predictive maintenance in distributed environments. A distributed 

environment can involve several problems to be solved such as the different speed and frequency of data, the 

different priorities of data sources, the different dimensions and data structures and also the volume of the data to 

be processed. There are software, frameworks, algorithms to work out these problems, however the interoperability 

is harder to maintain between these. Recently it become possible to use historical and real-time datasets of 

parameters and key performance indicators of environments in order to prevent failures and monitor the system 

state. The aim is to outline a solution, using open-source tools, to support the lifecycle from the data extraction, 

through the transformation and algorithmic steps, until the usage and visualization of the gained information and 

feedback of the data to the environment. 

Keywords: data lake, distributed environment, predictive maintenance, time series

1 Introduction  

Data is all around us. In the 21th century using the newest digital and industrial systems and environments, we 

generate a large amount of data. This is a consumer-driven approach: using our smartphone, opening a webpage, 

driving our car etc. While on the producer side these generated data can be used to extract information, make 

business decisions, personalize advertisements, recommend products, improve services etc. It is up to us, how we 

would like to use this data. 

To make it possible to effectively use the generated data, we need to think about many steps. How can we 

collect the data? How can we store the data? How can we extract information of the data? What are the key 

performance indicators? How can we feedback the knowledge to support business decisions, to improve services? 

How can we manage the interoperability between the different participant of the process? How can we visualize 

and highlight the achieved results? Is it worth it at all?  

In this paper we would like to present a concept to answer these questions. The chosen domain is predictive 

maintenance in distributed ZalaZONE related environment. The main goal of predictive maintenance is to use 

historical and real-time data to predict and prevent failures and monitor the system state in a given multi-user, 

multi-participant environment without having critical system downtimes and outages.  

The organization of this paper is as follows: 

• In Section 2 we present the background of distributed environments. 

• In Section 3 the data lake based architecture is overviewed. 

• In Section 4 the topic of predictive maintenance is introduced. 

• In Section 5 we validate the previously detailed approaches in a ZalaZONE related case study. 

• Finally, in Section 6 we wrap up the paper and discuss the further research, development and 

innovation directions. 
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2 Distributed environment 

The distributed methods already have a long history in the information technology. The creation of a distributed 

system, program, application, computing, or computing environment become possible by the usage of different 

distributed architectures and patterns. In a distributed environment there are multiple participants communicating 

between each other with messages on wired or wireless media in a networked organization [1]. 

The common examples are the internet, the mobile telecommunication systems, computer clusters, wireless 

sensor networks etc. The distributed approach can be found in the cloud infrastructures as well, such as Google 

Cloud, Amazon AWS etc. The participants can be distributed in a geographical way or role/task-oriented way too. 

What strategy do we receive data from data sources? How can we manage different speeds of data sources? Is 

it master-client or peer-to-peer? Is there a master element polling the clients or the clients pushing to a master? 

Many questions have to be covered. There are several solutions such as Hadoop, Amazon AWS, SAP HANA etc. 

These are including many components to support the communication and interoperability of the participants [2]. 

In our concept we are going to use Hadoop ecosystem with Hadoop Distributed File System (HDFS) which will 

act as the master element. The distributed participants will be able to publish their messages over a MQTT broker 

and these messages will be saved simultaneously in the distributed file system as well.  

3 Data lake 

To support storing historical data, Data Warehouse (DWH) solutions are preferred instead of Operational Data 

Store. However, to store data in a DWH it is necessary to go through an extract-transform-load (ETL) process [3]. 

This transformation process usually includes the steps of data cleansing, filtering, altering the data in order to make 

it possible to store it in a previously designed data scheme, created relations, structured tables in a given 

normalization level. During these steps we might lose important information, so a new approach was introduced.  

In a Data Lake we store the data in raw format, as we received it from the source system(s). This usually means 

semi-structured data in CSV, XML or JSON format. It is also possible to store unstructured or structured data as 

well in a Data Lake. A Data lake can be established "on premises" or "in the cloud" [4].  

Most of the current solutions are based on distributed environments such as in Hadoop, where the entry point 

of the data can be a corresponding Hadoop component such as Flume, Kafka, Nifi etc. including load balancing. 

The raw data can be stored as blob or files on the HDFS for example in a date-time based folder structure: 

/user/lake/%{appId}/%Y/%m/%d/%H/ or can be loaded into relational or non-relational (NoSQL) databases. 

4 Predictive maintenance 

Maintenance has an important role since the industrialization of our society. It is originated from the fields of 

machinery, mechanical and vehicle engineering sciences, however by the newer industrial revolutions, many other 

fields of sciences introduced and applied it such as engineering and computer sciences as well. 

In the beginning maintenance had only a corrective approach (deferred or emergency), later the preventive 

approach was introduced such as a scheduled or state based maintenance (condition, time, risk etc.) [5, 6]. Then 

with the integration of statistical algorithms or artificial intelligence based solutions the predictive maintenance 

also become available to the participants of industrial processes [7, 8]. Based on the EN 13306:2017 standard 

predictive maintenance is an extended aspect of condition-based maintenance where a forecast derived from 

repeated analysis or known characteristics and evaluation of different significant parameters [9].  

In our model we are using a time series based approach, where the information can be scalar or multi-

dimensional as well. 𝑋𝑡 is the value in moment 𝑡, 𝜃 is a threshold value, 𝛿 is an optimal value. We created two 

different criteria:  

• If 𝑋𝑡 ≤ 𝜃 the system operates normally, if 𝑋𝑡 > 𝜃 the system is malfunctioning. 

• If |𝑋𝑡 − 𝛿| ≤ 𝜃 the system operates normally, |𝑋𝑡 − 𝛿| > 𝜃 the system is malfunctioning. 

Based on the past observation of the time series, it is possible to estimate that the system remains in the normal 

operating state for the next 𝐾 steps with 𝜀 confidency: 

 𝑃(𝑋𝑡+𝐾 ≤ 𝜃, 𝑋𝑡+𝑘−1 ≤ 𝜃,… , 𝑋𝑡 ≤ 𝜃|𝑋𝑡−1 = 𝑥1, 𝑋𝑡−2 = 𝑥2, … , 𝑋𝑡−𝑇+1 ≤ 𝑥𝑇) ≥ 1 − 𝜀, or (1) 

 𝑃(|𝑋𝑡+𝐾 − 𝛿| ≤ 𝜃, |𝑋𝑡+𝐾−1 − 𝛿| ≤ 𝜃,… , |𝑋𝑡 − 𝛿| ≤ 𝜃|𝑋𝑡−1 = 𝑥1, 𝑋𝑡−2 = 𝑥2, … , 𝑋𝑡−𝑇+1 ≤ 𝑥𝑇) ≥ 1 − 𝜀 (2) 

It is possible to train a neural network with the known part of the conditional probabilities in Eq. (1) and Eq. 

(2) and at the output we get whether there are at least 𝐾 steps to the failure or not. 
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5 Case study 

We found the ZalaZONE Industrial & Science Park as an excellent distributed environment to validate our 

concept. ZalaZONE supports testing and validation of standard vehicle dynamics, fully integrated autonomous 

vehicles, it also provides test features of environment preparation, complex driving and traffic situations and smart 

city features [10, 11]. At the Department of Automation and Applied Informatics, we established a Smart Data 

Lake Environment, including Hadoop Core (HDFS, YARN, MapReduce) and Oozie, Hive, Hue and Flume 

components. This is already used by several Big-Data related intelligent services such as correlation, 

anonymization, clustering and prediction as a service [12].  

At ZalaZONE for its Tracker System the test vehicles emitting messages over MQTT protocol about their 

current status in a corresponding topic. This message includes the latitude-longitude coordinates, speed, session 

id, timestamp, accuracy etc. An example of an emitted message is shown by Fig. 1. 

 

Fig. 1 An example ZalaZONE data message 

Our purpose was to wire the messages publish on the MQTT broker into the Data Lake in order to make it 

possible to run algorithms and execute queries on the received data, to implement a predictive maintenance 

solution. We initialized the Flume component to handle the dataflow from the MQTT source into the HDFS sink. 

In the HDFS the raw data are stored in the folder structure introduced earlier.  

In this stage from the HDFS it is possible to use the necessary messages filtered by the timestamp or session id 

for the prediction step. Due to the current limited attributes of the messages, we tested two predictions about 

speeding (whether the speed tends to be greater than a threshold value) and geofencing (whether the vehicle tends 

to leave an area). After an offline training process is done, it is possible to validate the prediction and visualize it 

on different charts and dashboards. If prediction is not necessary, then it is also possible to execute simpler 

transformation on the data and load it into the monitoring component. Using the Tracker mobile application is it 

also feasible to send feedback to the vehicle about the warnings and results. The concept is shown by Fig. 2. 

 

Fig. 2 ZalaZONE related preditive maintenance concept 

The real-time based approach is still under development. Fortunately, the Hadoop ecosystem provides several 

components and tools to support the staging and processing of real-time data, for example: Spark Streaming and 

Storm [13]. In this case the online training of the neural network in the predictive maintenance component also 

becomes possible. Also the offline trained neural network can be validated on the real-time data and predictions 

can be extracted as well. It is also necessary to find the most appropriate architecture and parameters to support 

online training. Based on real-time data, real-time notifications will be available as well by installing and using 

the Kafka component. However, storing the data on the HDFS is still important in real-time approach, for data 

mining, visualization or exploratory data analysis as the set of real-time data subsequently becomes historical data.  
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6 Summary and future work 

In our paper we highlighted that the current solutions have to support the distributed environments and solve 

the challenges of the related circumstances. We pointed out the importance of storing the data in raw format, how 

it is received from the source system(s). We explained our time series based predictive maintenance model, that 

can be used in different fields of sciences. Based on these we outlined and introduced a concept supporting 

predictions, predictive maintenance in a distributed environment with a concrete ZalaZONE based case study. 

We hope that the presented concept, including its real-time extension will be usable in different ZalaZONE 

related scenarios, services and applications or even in other domains as well. As a next step we would like to 

predict on more maintenance related parameters as well such as temperature values, engine metrics etc. 

In the future we would like to validate our concept in the terms of performance measurements. A major 

improvement will be the ability to analyze and recognize object of camera images or past/real-time streams to 

support object detection, labelling and further applications in a smart vehicle, smart city environment [14].  
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Abstract 

The fields of autonomous ground and aerial vehicles are a young, dynamically expanding field of industry. The 

current traffic management solutions are inadequate to support the predicted high volume of operations efficiently 

and safely. As such, novel, automated management solutions are required. This paper presents the research work 

performed on the automated conflict management prototype system, combining conflict management for 

autonomous ground and aerial vehicles. This paper briefly presents the background and architecture of the system 

prototype developed, then highlights the research directions related to the conflict management algorithm 

development. Algorithms need to provide the desired amount of safety, while at the same time ensuring acceptable 

levels of performance, cost, and efficiency. Potential conflict management algorithms are investigated, and a 

computational methodology developed for objective comparison, to enable the future, data-based development of 

the conflict management framework. 

Keywords: Autonomous conflict management, UAV, UGV, UTM

1 Introduction  

Autonomous vehicles are getting more and more attention these days. The field is a young dynamically 

expanding market, just the unmanned aerial vehicles market is estimated at USD 100 billion, with a predicted 

annual growth of 16-24% in the near future [1-3]. In terms of operations this can be translated to about 350 million 

flight hours by 2050, only in the lower altitudes, referred to as U-Space in the EU [4]. Likewise, it is predicted that 

by 2045 half of newly sold vehicles, and by 2060 half of all active vehicles will be autonomous [5]. Just at EU 

level (in 2018) 268 million road vehicles were registered, and there is an annual 2% growth trend [6].  

It can be seen that the magnitude of operations is significant. In the aerospace sector, conflicts are managed by 

the Air Traffic Control Officers (ATCO), which is a manual operation, that requires a highly qualified workforce, 

and consequently, it is a costly and resource-constrained service. Due to these characteristics, it is not feasible to 

directly apply the current procedures for the management of unmanned traffic. In the case of autonomous road 

vehicles, the current industry focus is on the various driving assistance systems of individual vehicles, such as 

collision warning, adaptive cruise control, lane assist or road sign detection. This is because apart from the highway 

codes, there is no regulatory oversight or intervention in how the individual drivers operate and manage conflicts, 

which would be impractical due to the huge volumes of traffic anyway. As such, the most appropriate solution is 

to assist drivers to help avoid conflicts. New concepts, such as smart cities or connected vehicles are aiming to 

provide safer, more efficient, and more sustainable mobility, however, they primarily aim to control traffic flow, 

not necessarily individual vehicles. The tools are for example variable speed limits, dynamic traffic signal timing, 

dynamic lanes and similar. 

As such, it can be concluded that current approaches, neither from the aerial nor the ground side, are adequate 

to safely and efficiently manage the conflicts between the predicted large volumes of autonomous vehicles. In an 

urban environment, it can be expected that unmanned aerial and ground vehicles interact with each other, and 

cause conflict situations. This does not necessarily mean head-on collisions between the two classes of vehicles, 

but situations such as low-level surveying missions, take-off or landing during delivery missions, emergency and 

crash landing or evading obstacles or other users. Also, UAVs can be affected by wind generated by traffic, 
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especially in closely confined urban environments, often referred to as urban canyons [7]. In addition to the 

interaction possibilities, developing a conflict management system that handles both classes of vehicles benefit 

from the similarities and synergies provided by these individual classes, as opposed to developing separate tools, 

and spending effort overcoming similar, or even the same challenges for either of them. 

In this paper, the development of a prototype system, capable of autonomously handling conflicts between 

unmanned aerial and ground vehicles is presented. The authors already published an article describing the theory 

and practical aspects of the early prototype level development [8]. As such this paper only briefly presents the 

architecture of the system and rather focuses on the follow-up research directions that are identified and are in 

development, based on the lessons learnt to test and us the prototype solution. 

2 Conflict management system overview 

The conflict management system prototype developed implements the short- to mid-term tactical conflict 

management methodology. Generally, conflict management methods can be divided into 2 categories: tactical and 

strategic management. Strategic management refers to tools that can be used before an actual operation is started. 

The aim of the methods is to develop systems and procedures where the potential effects of lack of information 

and faulty planning can be minimized. Typical example tools are rerouting, rescheduling, or cancelling specific 

operations. Also, infrastructure developments, policy making, market development or traffic research can be 

generalized as very long term (up to 10 years or even more) strategic management tools. The system presented 

does not implement strategic management, these approaches work separately and in addition to the one proposed. 

The second category is tactical conflict management, which spans a time horizon of approximately up to 10s 

(possibly more, for example in the case of TCAS system in aviation), up to about a second or less before impact. 

These solutions include active trajectory change, speed, or direction adjustment or as a last resort evasive 

maneuver. The proposed system implements short- to mid-term tactical management, which focuses on trajectory 

adjustments. All other additional safety systems, such as automatic brakes or last-minute swerve and avoid 

solutions act as additional safety nets operating independently from the system. 

To develop the system, the following high-level requirements were defined: 

• Detect and resolve conflicts in the 10s timeframe, 

• Fully autonomous operation, 

• Technology and solution independent, 

• Wide range of users served, 

• Plug and play integration, 

• Modular software solution, 

• XITL tools integration. 

 

Fig. 1 Architecture of the current implementation of the automated conflict management system 
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Fig. 1 shows the architecture of the implemented conflict management system. The core of the system is a web 

service that is used to register and track system users. The users are connected to the system via their own 

communication solutions and are controlled using their own onboard systems; the conflict management system 

does not require modifications in the flight/drive controllers of individual vehicles. The users’ telemetry data is 

passed to the system, and the conflicts are detected automatically and in real-time. Based on the type of users 

involved in the conflict, an appropriate resolution method is calculated, and the resolution commands are sent to 

the vehicles, using their own communications systems, and are executed by the onboard controller. There is a 

database supporting the webserver, enabling persistent data storage, and allowing robust operations, as in the case 

of system errors, the status of the system can be recovered quickly and efficiently, and conflict management can 

be continued. The system provides a web-browser based GUI, where the operation of the system can be tracked, 

administrative actions performed if/when required and if necessary, provides an opportunity for human 

intervention into the otherwise autonomous operation. Fig. 2 shows the GUI of the conflict management system 

running in a standard browser window, displaying 3 vehicles, their conflict detection zones and their trajectories. 

 

Fig. 2 Web-browser based GUI of the conflict management system depicting a 3 vehicles conflict situation at ZalaZONE 

3 Conflict management development directions 

3.1 Algorithm development 

The current version of the prototype system has demonstrated that the tool is capable of providing a reliable 

and safe conflict management solution to a mix of aerial and ground vehicles. However, the system has only been 

demonstrated for a small number of users, and safe operation was the only concern in these demonstrations. 

However, in the case of a complete system, 3 primary evaluation criteria can be defined: 

• Safety: The system needs to minimize the impacts and near impacts between users during operations 

• Performance: The system needs to handle a large number of users 

• Efficiency: The system needs to be the least intrusive; impose minimal additional time and detours 

In order to fulfil these 3 criteria, the best as possible, the system must have a set of appropriate algorithms, 

which are tuned and optimized to handle the appropriate conflict situations. These algorithms can be selected from 

those available in the literature, existing methods modified or combined, or even new ones developed. Conflict 

management algorithms can be separated into 2 categories: detection and resolution. Classically detection methods 

can be categorized as deterministic, worst-case, probabilistic or hybrid methods. These methodologies have 

widespread literature available, and new ones are being developed as an active research field. Effective detection 

of conflicts is essential, as the time available to resolve conflicts at the tactical level is by its nature very short. In 
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the initial implementation of the system, two detection methods were implemented. The first, Pairwise waypoint-

based static area detection relies on known paths that the users are following and predicts potential conflict areas 

in advance. It is a static solution, because as long as the trajectories stay fixed, there is no possibility to develop 

conflicts anywhere else and as such, it is sufficient to estimate conflict areas only once per pair of users. Due to 

this, the method is exceptionally efficient. However, the method does not provide the required level of safety, as 

in the case of unplanned actions, or path deviations due to wind, skidding, etc. the system can’t detect the new 

conflicts. The second method is the Pairwise dynamic projected area detection, in which case potential conflict 

areas are dynamically updated based on the trajectories of the individual users, as can be seen in Fig 2. 

Resolution methods are also well studied, generally the most common are: 

• Heading changes, 

• Heading and altitude changes, 

• Velocity adjustment, 

• State-based, 

• Intent-based. 

Obviously, ground vehicles are not capable of altitude changes, and any similar constraints (such as fixed-wing 

UAVs can’t stop in mid-air) must be taken into account when the system selects the appropriate methods to manage 

the conflict between vehicles. In the first prototype version, the stop-and-go resolution method was implemented. 

In this method, the vehicle to be stopped receives a stopping point considering the projected conflict locations and 

its dynamics characteristics, and will stay there stopped, until the conflict is resolved. While this method is simple, 

safe and effective in most cases it is incapable of handling situations, where 2 vehicles come into conflict with 

colinear trajectories or at very shallow angles. Also, when one vehicle terminates its path in a conflict, the situation 

can’t be reasonably resolved with this method. Evaluating the possibilities for implementing additional methods, 

the following solutions were chosen as the development options: 

• Altitude adjustment: this method implements vertical avoidance, and by its nature, it is only applicable 

to control UAVs. While the method is simple to implement theoretically, in practice vertical obstacle 

information is required to enable safe maneuvers. Furthermore, climbing is an energy-intensive action 

that is usually already constraining for UAVs, and the implementation of the algorithm needs to consider 

the flight mechanics of the vehicles to ensure sufficient power is available for the safe execution of the 

maneuver. 

• Horizontal detour: this method defines avoidance paths in the horizontal plane that the vehicle must 

follow in order to resolve the conflict. The algorithm is simple for one-to-one conflicts, however, in the 

case of multi-vehicle conflicts a robust planning methodology is required to ensure no additional conflicts 

arise from the planned detours. Also, especially in the case of multi-vehicle conflicts, the areas involved 

can be large, and obstacle information is desirable to ensure no obstacle-to-vehicle conflicts are generated 

by the resolution.  

3.2 Evaluation system 

In order to achieve the safety, performance and efficiency criteria, it is not only important to know if the conflicts 

are managed, but also how well they are managed. To answer this question, a system is required to evaluate the 

workings of the conflict management system. Using these evaluations, objective measurements can be made, and 

the system can be fine-tuned by adjusting the methods, relevant parameters, etc. The evaluation system examines 

the operation of the conflict management system and provides metrics in 2 categories: 

• Safety measures: This includes metrics related to the safety of the provided management solution. In this 

category, data like the number of system users, conflicts detected, impacts and near impacts are evaluated. 

• Performance measures: This category relates to the performance and efficiency of the system and contains 

metrics such as time and distance spent due to detours, additional energy consumed, time spent landed or 

parked, etc. 

An ideal system should operate with 0 safety incidents and close to 0 additional time, distance and energy spent 

due to conflict management. While this is likely impossible to achieve in practice, the aim is to get as close to this 

ideal solution as possible. The XITL tools integrated into the system enable the simulation of various management 

solutions, so the systems can be analyzed and tested rapidly and efficiently without causing real-world accidents 

or losses. Due to the persistent storage and logging of data, even if accidents do occur, the reasons behind the event 

can be investigated, and the tools further developed to avoid repeating the same event in the future. The numerical 
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metrics generated by the evaluation system can be used to drive an optimization process in order to algorithmically 

tune the parameters of the conflict management approach. Likewise, translating the behavior of the management 

system into well defined numerical data allows the potential application of AI solutions within the developed 

framework, as a long-term goal of the system development. 

4 Conclusion 

This paper presented the conflict management methods development for the autonomous conflict management 

framework. The paper briefly highlighted the need for an autonomous combined solution to manage the high 

volumes of both aerial and ground-based autonomous vehicles. The key requirements towards such an automated 

system are listed, and the current implemented webserver-based solution of the conflict management system 

prototype is presented, its key elements listed and briefly discussed. The methodologies for the detection and 

resolution of conflicts are presented, along with brief technical background and terminology. The currently 

implemented detection and resolution methods are described along with their benefits and drawbacks. The new 

resolution methods being currently developed are shown, and their key theoretical and practical specifics are 

presented. In order to objectively evaluate and compare the different conflict management approaches, an 

evaluation system development is in progress, its key points and applicability are discussed. Any developed 

conflict management solution must have an acceptably high level of safety, while at the same time enabling 

efficient operations for a large number of users predicted. 
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Abstract 

In recent years, artificial intelligence, deep learning, and computer vision systems have paved the way for the 

development of various self-driving vehicles. The risk of testing these vehicles is not negligible, given the high kinetic 

energy, so testing methods should be chosen carefully. In addition to static objects, the problem of handling dynamic 

objects during the test cases which are carried out on test tracks as ZalaZONE. Hence dynamic objects are carried 

by self-driving platforms that do not cause significant material damage to either the test device or the test subject 

in the event of a loss of control. This paper presents two important aspects of the development of a universal Moving 

Platform. These are the safety analysis of the onboard architecture to ensure a highly reliable emergency stop and 

the trajectory tracking methods and the implementation of the associated low-level control loops. 

Keywords: autonomous platform, safety analysis, test vehicle, trajectory tracking 

1 Introduction  

Autonomous cars are also known as self-driving cars, are vehicles that require significantly less human 

involvement for operating them. In the past few years, there has been a leap in the development of self-driving 

cars, but still, some human interactions are required, regulated by the so-called automation level [1]. This kind of 

classification of automated vehicles is done by dividing them based on the need of human interactions, which also 

refers to the basis of the extent of automation. 

Categories are defined from 0 to 5, where Level 0 means that there is no automation, and Level 5 means that 

the vehicle is capable of full automation. For this level, there is no human involvement required. The vehicle will 

not allow the passenger to take control of the car’s operations. On this level, the detection and accurate mapping 

of all objects around the vehicle are inevitable. The above-mentioned objects can be stationary or moving objects, 

self-driving cars must be able to handle each case without obstructing the traffic and endangering people’s life. 

The literature provides several solutions for the vehicle detection of the autonomous vehicle environment. 

Gluhakovic et al. [2] propose the use of the YOLO v2 algorithm to detect vehicles in an environment and to provide 

potential collision warnings. Zinchenko et al. [3] present an automatic collision avoidance system that can avoid 

both static and dynamic objects throughout the manoeuvring. These systems are tested in simulated environments, 

however, when the real tests are conducted, significant material damage even in case of a loss of control should 

be avoided. 

This paper introduces a universal self-driving Moving Platform, developed for the test cases described above, 

to maintain safety during the development phase. This Moving Platform can emulate different types of dynamically 

moving objects, for example, pedestrians, motorcyclists, or even other cars. 

2 External connections of the moving platform 

The Moving Platform is a wireless test equipment for testing autonomous functions during a self-driving car 

development. The external connections organized by fully defined interfaces determine the capability and the 

different operational modes of the vehicle, for example, the range, speed, and other important aspects. The Moving 

Platform has two major operating modes: 
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• manual steering based on optical inspection, 

• autonomous steering by onboard sensors and predefined trajectories. 

The manual driving mode of the Moving Platform is based on a handheld controller, and the camera system, 

installed on the test platform. There is an emergency stop button on the right side of the controller in case of any 

emergency either in manual or autonomous mode. 

The autonomous driving mode of the Moving Platform is based on a predefined trajectory and a highly accurate 

Differential Global Positioning subsystem (DGPS). From these inputs, the test platform evaluates the steering and 

accelerating/decelerating properties, implementing a moving object on the road, that the unit under test (UUT) 

vehicle should handle properly. 

The following interfaces are specified for the Moving Platform: 

• IF-RC: HMI interface for radio controlling the test platform for manual steering, 

• IF-CAM: HMI interface for the optical inspection of the test platform with onboard camera system, 

• IF-CFG: HMI interface for determining the trajectory for autonomous driving, 

• IF-GNSS: wireless interface for determining the position of the test platform with high accuracy, 

• IF-PS: wired interface for charging the onboard battery of the test platform. 

3 Safety principles 

During the development of a safety-related product, like an autonomous moving test platform, the choice of the 

safety architecture always depends on which part of a control system the product implements. The closer we are 

to the actuator controller unit, as well as to the process sensors, the more stable the system should be, i.e., in 

addition to safety, availability should also be taken to account. As Fig. 1 shows, the external interface could be 

divided into two types: the Human Machine Interfaces (HMIs) and control interfaces.  

 

Fig. 1 External connections 

In the case of the Moving Platform, the 1oo2 [5] safety architecture implemented as diverse redundant channels. 

The 1oo2 is a two-channel safety architecture, that usually consists of two identical channels for redundancy 

purposes. This safety architecture protects against dangerous failure with the following method: if the results differ 

when evaluating the two channels, the system can reach a safe state. 

4 Internal architecture 

The Moving Platform has a 1oo2 based architecture but is organized in a diverse channel implementation. The 

logical processing units, the actuator controller, and the physical actuator themselves are arranged in 1oo2 

architecture format to maintain the safety properties of the system. 
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Fig. 2 Moving Platform architecture 

The internal architecture of the Moving Platform can be found in Fig. 2. The system can be divided into two 

major parts: the Moving Platform itself, and the remote-control subsystem, which contains all the necessary 

hardware and software to operate the Moving Platform hardware remotely. 

The two major parts are connected to the following wireless interfaces: 

• MPMI-FWUPD: management interface for updating the predefined trajectory or the firmware, 

• MPMI-CAM: management interface for transmission of the onboard camera broadcast signals, 

• MPCI-ITOWA: control interface for manual driving and handling the emergency shutdown. 

4.1 Moving platform subsystem 

Inside the Moving Platform, there are two central subsystems, denoted by yellow and purple colours, 

implementing the 1oo2 safety architecture. These central processing units are diverse in hardware also, for 

increasing the safety properties of the system, but also for the different purposes of each subsystem. 

The Central subsystem A marked by purple colour is the one that implements the different types of control loops 

for the autonomous operating mode. It can communicate with all the actuator controllers precisely, allowing the 

proper trajectory tracking. This subsystem is based on a dSPACE MicroautoBox II [6] embedded computer. 

The Central subsystem B marked by yellow colour is the one that implements the wireless communication and 

the emergency stop function and it acts as a bridge between the handheld remote control and the Microautobox II 

subsystem. This subsystem is implemented by an ITOWA IT3RBUS device [4]. 

Interfaces in the moving platform: 

• The MPCI-DT interface is responsible for the data transmission to the MicroautoBox II subsystem and 

checks its status. This interface has been implemented via the CANopen protocol, using a custom 

dataset configuration. The interface uses the heartbeat feature of the CANopen protocol, maintaining 

the availability of the MicroautoBox II subsystem. In case of a connection loss between either the 

handheld remote controller or the MicroautoBox II cause an immediate emergency stop event, sending 

a stop message directly to the actuator controllers. This event can still occur if the supervisor of the 

Moving Platform presses the stop button on the handheld controller. 

• The MPCI-GNSS interface for receiving position information from the iMAR GNSS subsystem. 

• MPCI-BRK: This interface collects the pressure data from the braking subsystem. 
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• The MPCI-CTRLA interface provides control data to the actuator controllers and makes it possible to 

get feedback from these controllers. This protocol was implemented with a subset of the CANopen 

protocol, which has the highest priority. As a result, a CAN interrupter on this interface, so in case of 

an emergency stop event, it cannot send incorrect messages for the brake actuators. 

• The MPCI-CTRLB interface provides simply one-bit information about the emergency stop event, 

which is a low active signal. The energy-free state drives the Moving Platform into a safe mode by 

starting the braking process in both brake actuators. 

4.2 Isolation 

The 1oo2 based safety architecture can work properly only if the two main central processing subsystems and 

the two brake actuators are completely separated from each other. This means, that they need separate power 

supplies, and at every point, where the information crosses, galvanic isolation is needed for the actual interfaces. 

For the MPCI-CTRLB interface using a simple relay can solve this problem, but in the case of the CAN-based 

MPCI-CTRLA interface a CAN isolator must be inserted between the ITOWA Receiver and the MicroautoBox II 

subsystems. While the motor controllers are powered by 48V, which is a different power domain that the central 

processing subsystems have, an isolation between the motor controllers and the MPCI-CTRLx interface is also 

needed. 

5 Kinematic model of the vehicle 

The high-level control loops are implemented in Central subsystem A, while the low-level controllers are 

implemented in the actuator controllers, which directly control the actuators. To formulate the control rules, the 

kinematic model of the vehicle should be analysed. 

 

Fig. 3 Vehicle model 

Fig. 3 depicts the simplified vehicle model of the Moving Platform. The vehicle consists of steering gear, that 

is driven by a Thomson Electrak® 1 SP [7] linear actuator, and two separately driven rear wheels, that are driven 

by two Curtis 1234SE-5421 [8] motor controllers.  

The state of the vehicle is depicted by 𝑞 =  [𝑥, 𝑦, 𝛩]𝑇 . The values of 𝑥, 𝑦 represent the position of the vehicle, 

while 𝛩 is the orientation. With this simplification, the state of the vehicle can be calculated by (1), where 𝑣 is the 

speed input of this system, and κ is the curvature of the path. 

 �̇� =  [
�̇�
�̇�

Θ̇

] = [
𝑐𝑜𝑠Θ
sin Θ

𝜅
] ⋅ 𝑣 (1) 

To be able to calculate the 𝜅 curvature of the path by (2)-(4), the wheelbase 𝐿 constant parameter, and the actual 

steering angle 𝛿 are required. The value of κ is limited, as the steering angle 𝛿 has a minimum 𝛿𝑚𝑖𝑛  and a 

maximum 𝛿𝑚𝑎𝑥  . 

 𝜅 =
𝑡𝑎𝑛𝛿(𝑡)

𝐿
 (2) 

 |𝜅| ≤ 𝜅𝑚𝑎𝑥 (3) 

 𝛿(𝑡) ∈ [𝛿𝑚𝑖𝑛, 𝛿𝑚𝑎𝑥 ] (4) 
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6 Control loop of steering 

 

Fig. 4 Control loop of steering 

Fig. 4 depicts the control loop of the steering. As it can be seen, it includes a high-level Stanley controller [9] 

and a low-level control PID controller. The control loop receives the reference trajectory describing the sequence 

of the desired configurations 𝑞 of the vehicle. The desired position 𝑟𝑥𝑦 = [𝑥, 𝑦] provides the reference point of the 

trajectory to be reached, while 𝑟Θ  is the desired orientation at point 𝑟𝑥𝑦 . 

The high-level control loop calculates the deviation from the desired path. For this step, the feedback of the 

measured orientation Θ and the position data 𝑥𝑦 = [𝑥, 𝑦] are required. Fig. 5 depicts a case, where it is not only 

the orientation that is differing from the desired one but there is a position deviation too. To eliminate both the 

heading and the tracking errors, a Stanley controller has been implemented. The algorithm of the Stanley controller 

is described by (5). 

 

Fig. 5 Stanley controller 

 𝑟δ(𝑡) = 𝑒Θ(𝑡) + tan−1 (
𝑘⋅𝑒𝑥𝑦(𝑡)

𝑣(𝑡)
)  (5) 

In (5), 𝑟𝛿(𝑡) is the output of the Stanley controller, providing the reference steering angle for the low-level 

control. The parameter 𝑘 is called the position gain, which is a tuneable parameter. This value determines how 

much the position error affects the steering angle. The goal of the controller is to eliminate the heading error: 𝑒Θ, 

and to eliminate the tracking error: 𝑒𝑥𝑦  , too. 

For the low-level control, a PID controller is tuned. The steering gear consists of a linear actuator, and a 

mechanical system connecting the linear actuator and the wheels of the vehicle. The position of the actuator is 

proportional to the voltage. However, due to the mechanical connection, there is no linear connection between the 

voltage and the steering angle. As a result, a lookup table (LUT) has been introduced, between the low-level and 

the high-level controllers of the steering, thus the low-level controller should only perform a position controlling 

task on an LTI-system, where the actual feedback is the position data from the linear actuator. 

7 Electronic differential 

The Moving Platform is a Rear-wheel drive vehicle (RWD), with separate in-wheel motors. Due to this design, 

there is no mechanical differential. Therefore, it is required to allow different wheel speeds when |𝜅|  >  0, thus 

the slipping of the rear wheels can be avoided. When the vehicle model depicted in Fig. 3 is taken into 

consideration, and the diameter of the rear wheels 𝑑 is known, the required rotational frequency of the rear wheels 

𝑓𝑅𝐿  and 𝑓𝑅𝑅  can be calculated by (6)-(7). 

 𝑓𝑅𝐿 =
𝑣(𝑡)

𝑑⋅𝜋
⋅ (1 −

𝑡𝑅

2
𝜅(𝑡)) (6) 
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 𝑓𝑅𝑅 =
𝑣(𝑡)

𝑑⋅𝜋
⋅ (1 +

𝑡𝑅

2
𝜅(𝑡)) (7) 

The rear wheels are driven by two separate Curtis motor controllers, where two PID controllers are 

implemented. The motors have encoder feedback; thus, the RPMs of these motors are known. As a result, 𝑓𝑅𝐿  and 

𝑓𝑅𝑅  are the reference values of the implemented control loops in the Curtis controllers. 

8 Emergency brake control 

Fig. 6 depicts the structure of the emergency brake system. Any of the Central Subsystems, described in Section 

4, can trigger the emergency stop of the vehicle. The structure realizes a dual-circuit brake system; thus, any brake 

actuation provides a full vehicle stop. 

 

Fig. 6 Emergency brake actuation 

9 Conclusion 

In this paper, we have presented the control design of an autonomous Moving Platform that is used for test 

tracks. It has been shown that the designed architecture of the Moving Platform consists of two separate 

subsystems: Central subsystem A and Central subsystem B. The base principle of the presented architecture was 

to fulfil the high safety requirements. The low-level control loops utilize simple PID controllers, while the high-

level control loops utilize more complex computations. To increase the safety metrics of the system 1oo2 voters 

have been realized in a diverse channel implementation, thus any Central subsystem is able to initiate an emergency 

stop procedure of the platform. Future work includes the tests of the platform both in simulations and test tracks. 
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Abstract 

The development and adjustment process of a race car consists of countless steps that require a lot of decisions to 

be made. These decisions can only be effective if we have the right amount and quality of information. A significant 

part of this information is provided by computer simulations, which, unfortunately, often do not cover reality due to 

the inaccuracy and error of the model setup. A simulation can be considered credible if certain elements of it can 

be replicated in reality or give almost the same results. In order to map the characteristics of the tire on the FRC08 

car of the BME Motorsport Formula Student racing team, we carried out tire temperature measurements. The tests 

were carried out at the ZalaZONE automotive test track, which provides a unique opportunity and working 

environment internationally for testing and validation of simulation models. Getting to know the behaviour of the 

race car in as much detail as possible also revealed the strengths and weaknesses of the vehicle. This provides the 

team with the opportunity to adjust the optimal operating parameters of the vehicle and provides appropriate 

information for the development of a new racing car. 

Keywords: Formula Student, race car, tire grip, tire temperature measurements, ZalaZONE 

1 Introduction  

Formula Student [7] is an international constructors' competition for university students established in 1981 by 

the Society of Automotive Engineers (SAE). Teams must design, build and operate a single-seat formula race car. 

The tournament begins with a strict machine takeover, where the regularity of the vehicle is examined. Next are 

the static competitions (Engineering design, Cost & Manufacturing, Business plan presentation) If the car has 

passed the machine takeover, it can participate in dynamic competitions (Skid-pad, Acceleration, Autocross, 

Endurance). 

The first Formula Student team at the Budapest University of Technology and Economics, the BME Formula 

Racing Team [8] has been building electric and driverless vehicles for years. Thus, in the autumn of 2018, it was 

possible for the students and teachers of the University to create the second Formula Student team competing in 

the internal combustion engine category, BME Motorsport [9]. In addition to the successful racing, the secondary 

goal of the FRC-08 car was to be able to perform as many measurements and tests as possible on it. This decision 

proved to be worthwhile, as the FRC-08 became the second most successful internal combustion engine car in the 

history of the Hungarian Formula Student. Overall, the team scored 238% more points than in the first season. 

The development and adjustment process of a race car consists of countless steps that require a lot of decisions 

to be made. These decisions can only be effective if we have the right amount and quality of information. A 

significant part of this information is provided by computer simulations, which, unfortunately, often do not cover 

reality due to the inaccuracy and error of the model setup. A simulation can be considered credible if certain 

elements of it can be replicated in reality or give almost the same results. 

One of the most important components of the race car is the tire, as the power emitted by the engine is converted 

into traction through the contact patch of the rubber and asphalt. Maximizing the grip of the rubber is one of the 

most important factors in terms of vehicle performance. This is supported by the lap time simulation used very 
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often in motorsport [2]. In such a simulation, by examining the model of the vehicle, it is determined what lap time 

it can perform on a given racetrack. 

For the simulation study, we used the Optimum Lap [6] software. The model shall be constructed on the basis 

of known vehicle parameters (engine characteristics, downforce, weight, etc.). During the test, the value of each 

parameter was increased and reduced by 10% in three steps, the percentage of changes to the lap time by changing 

the given parameter was determined by increasing and decreasing. Based on the results of parameter sensitivity 

studies related to simulations [4], the most important thing is to increase grip. One of the main reasons for this is 

that the engine of the race car has high power and the tires cannot transfer such power to the asphalt. On average, 

a 10% increase in grip improved lap time by 3.9%. Therefore, in order to increase wheel grip, it is worth further 

analyzing the characteristics that determine it in detail and validating the results of the simulation tests. Therefore, 

in order to map the characteristics of the tire on the race car, we carried out rubber heat measurements, as well as 

validations of the simulation model. 

2 Materials and methods 

The adhesion shall be greatest if the contact surface of the rubber and asphalt is maximum and the pressure 

distribution is uniform on it. The side force causes the rubber to be deformed and this contact surface deformed, it 

becomes smaller than the static state. This effect can be offset for the given lateral force and normal force by 

camber provided by chassis characteristics [1]. The causes of heat in the tire are deformation (hysteresis energy 

loss) and tangential interaction of rubber-road (heat generation of surface friction). Heat formation is greatest at 

the exiting edge of the contact surface. Thanks to this property, by measuring the surface temperature of the rubber, 

we can infer the current pressure distribution of the contact surface [3]. This allows us to determine and analyze 

the relationship between the vehicle's current camber and grip in different driving and load conditions. 

The current temperature distribution on the surface of the tire shows which part of the wheel is in contact with 

the road with what pressure distribution. The higher the normal force, the higher the temperature will be. And 

where the normal force is lower, the temperature will be lower. If one part of the tire works better than the other, 

it creates less grip than if all parts of it received the same load. 

The change in temperature is not only caused by the current camber. Another important factor is tire pressure. 

During the tests, this parameter can be excluded, because measurements were always started at the same 

temperature, cold state and at the same tire pressure. For the tests, the FRC08 race car was fitted with three infrared 

sensors for contactless temperature measurements per wheel. One measured the temperature of the outer part of 

the rubber, one on the inside and one in the middle. Figure 1 shows a race car equipped with rubber temperature 

sensors. 

 

Fig. 1 FRC08 race car equipped with sensors at ZalaZONE test track 

The measurements were made by turning right and left with three different 15°, 25° and 35° steering angles and 

the corresponding 35m, 20m and 12m turning radius. The measurement was carried out near the adhesion limit, at 

a working point where both the vehicle speed and the steering angle could be kept at a near constant value. During 

the tests, based on the results of the preliminary simulation tests, three different camber values were set for the 

front axle -2°, -1.3° and -0.6° and -1.3°, -0.6° and 0° for the rear axle. When adjusting the angle of the front axle, 

the rear remained at -1.3°. And when adjusting the angle of the rear axle, the front remained at -2°. 

The tests were carried out at the ZalaZONE automotive test track, which provides a unique opportunity and 

working environment internationally for testing and validation of simulation models. 
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3 Results 

The evaluation of the measured data was helped by the creation of a Matlab script. The diagrams (Fig. 2, Fig. 3) 

show the results of the values of the tire temperature sensors, the turning radius, the steering angle, the chassis roll, 

and temperature differences. On the left tire, the data of the central temperature measuring sensor are shown in red 

and on the right tire in green. The data of the inner tire sensor (towards the chassis) are indicated by the black, and 

the data of the outer tire sensor are indicated by the grey curves. In the diagram showing temperature differences, 

red with left and green can be seen as the difference between the external and internal temperatures of the right 

wheel. 

Figure 2 shows the results of the front axle for turn left (Fig. 2/a) and turn right (Fig. 2/b) with the steering angle 

of 15° and with -2° front axle and -1.3° rear axle camber. In the case of turn left (Fig. 2 / a), the temperature of the 

left tire is a few degrees higher than the right tire. The temperatures of the right tire move together in time. From 

this we can conclude that the distribution is roughly even, the camber may be close to ideal. In the case of the left 

tire, however, during the measurement, the inside and outside temperature values are greatly separated. The inner 

side heats up, and the outer side of the tire cools. From this, it can be concluded that the pressure distribution is 

drastically shifted towards the inner side of the wheel. Where appropriate, so much so that the outer surface of the 

wheel no longer, or only minimally, comes into contact with the road at certain points. This can be explained by 

the large negative camber due to steering, which is further helped by the negative static camber. 

In the case of the right turn (Fig. 2/b), the temperature of the outer part of the left wheel increased to such an 

extent that it exceeded the inner part by the last third of the measurement. This means that the pressure distribution 

is shifted towards the outer half of the tire, which indicates a positive camber. This result fully supports the critical 

situation that caused the positive camber based on the results of previous studies. Looking at the right tire, we can 

say the same thing as in the case of the turn left. The outer temperature decreases, while the inner one increases 

and the pressure distribution is drastically shifted towards the inner side of the tire. 

  
Fig. 2 Results of the front axle for turn left (a) and turn right (b) with the steering angle of 15° 

and with -2° front axle and -1.3° rear axle camber 

The middle sensor on the right rear wheel, unfortunately, received moisture and broke down, which affected 

the measurements on the wheel and the filtering of the results and thus the evaluation of the results. Figure 3 shows 

the results of the rear axle for turn left (Fig. 3/a) and turn right (Fig. 3/b) with the steering angle of 15° and with -

2° front axle and -1.3° rear axle camber. In the case of turn left (Fig. 3/a), the inner half of the right tire is warmer, 

followed by its outer surface at an almost constant value distance. The pressure distribution is even; no positive 

camber is formed. In the case of the left tire, the phenomenon seen in the front tires can also be observed. The 

inner half of the tire warms up, while the outer half begins to cool. It is smaller and slower than in the case of the 

front tire. This may be due to the fact that the rear wheels are not steered and there is no drastic negative change 

in camber. In the case of turn right (Fig. 3/b), the inner half of the left tire is warmer than the outer and the two 

curves follow each other. In the case of the right tire heating of the inner half of the wheel and cooling of the outer 

half can also be observed. 

The static camber changes resulted in the heating of the inner half of the tire and cooling of the outer half, which 

supported the results so far. In addition, the gradients of the various static camber settings were very similar, so 

the modification did not have a large effect on the temperature change. 

a) b) 
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Fig. 3 Results of the rear axle for turn left (a) and turn right (b) with the steering angle of 15° 

 and with -2° front axle and -1.3° rear axle camber 

However, the evaluation of the results resulted in further questions. How much temperature difference can lead 

to complete loss of grip? How much side acceleration can result in a decrease in temperature per unit? To answer 

these questions, the team plans to make new measurements in the future. 

4 Conclusion 

After evaluating the measurement results, we can say that they support the results of the simulation tests of the 

camber calculation. When turning right on the left front wheel, the wheel produces a positive camber. For the other 

tires, the negative camber remains, and in any case, the inner half of the tire is warmer. On the inner tires of the 

turn, we noticed a significant increase in temperature differences, both on the front and rear axles. The inner half 

of the inner tires of the turn warmed up, and the outer part began to cool. This was probably caused by a negative 

camber of higher value. Based on the comparison of temperature differences, the gradient of differences is not 

greatly affected by the change in static camber. 

Getting to know the behaviour of the race car in as much detail as possible also revealed the strengths and 

weaknesses of the vehicle. This provides the team with the opportunity to adjust the optimal operating parameters 

of the vehicle and provides appropriate information for the development of a new racing car. The results of the 

tests carried out on the ZalaZONE automotive test track provided an opportunity and relevant information for 

future tests and for the development of the suspension [4] and damping system [5] of the new racing car. 
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Abstract 

Autonomous industrial transport vehicles are already in operation in the industry, but the area is very rich in further 

development topics. Collaboration among these vehicles makes up a special problem. First, this paper surveys the 

current area in detail. There is not only collaboration among the same type of vehicles like platooning discussed, 

but also the special tasks that are necessary for material handling operations. Second, proper conclusions are 

drawn for the elaborated concept of our former research regarding the possibilities of enhancement towards vehicle 

collaboration and its conditions. 

Keywords: autonomous transport vehicles, forklifts, material handling 

1 Introduction  

Autonomous transport systems are very common in the industry. Their main use is to increase the material 

handling capacity at companies. This is also an essential development to counter the lack of forklift drivers. As 

acting like integrated components of the whole production system their application largely increases overall 

efficiency. Currently, the most applied type of equipment in the autonomous transport system segment is the 

automated guided vehicles (AGVs). These machines operate adequately safely due to their detailed standardization 

[1]. Despite these are already in operation for more than 50 years their popularity is still ongoing. The most 

important feature of them is that these are following a well-defined route without inbuilt intelligence to avoid for 

example unexpected obstacles. Due to the novel requirements of Industry 4.0 systems regarding increased 

complexity, in some systems, the applicability of the AGVs is not sufficient. This market gap is filled by the 

autonomous mobile robots, which main characteristics compared to AGVs is described in [2]. We can point out 

here that the main advantage of AMRs (autonomous mobile robots) is that these can also operate together with 

people unrestricted. This has however come with a cost, AMRs are more limited in capacity and speed compared 

to AGVs. 

Despite the long history of autonomous systems in operation, there is still active research in this area (see [3] 

and [4]). Actual research approaches are for example the fusion of AGVs and collaborative robots; the use of 

machine-to-machine communication to integrate AGVs and the manufacturing environment and AI-driven 

analytics focused on the data produced and consumed by AGVs [5]. 

The current paper focuses on an actual topic that is also very relevant for the praxis. The area of optimizing a 

single autonomous mobile robot in a factory environment is already a well-researched area. Besides, there are 

many papers like [6] where a swarm of same-type robots are optimized. The researched systems are no longer 

restricted to indoor applications, there are papers focusing on outdoor use that are relevant as well [7]. Our focus 

is to assess the various types of collaborations among different vehicle types, used during industrial transport tasks. 

Finally based on the findings we set up a concept based on our former research. 

2 Vehicle collaboration for industrial transport vehicles 

However the collaboration possibilities among various types of autonomous vehicles and mobile robots are 

almost unlimited, there are typical applications that have both scientific and practical relevance. The first 

application is the collaboration among the same type of vehicles. We don’t mention here the most obvious task of 
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avoiding each other in order to fulfil the transport requirements. An interesting approach however is the direct, 

physical and informatic connection of vehicles from the same type to achieve the handling ability of greater loads. 

Authors of paper [8] present a new class of Intelligent and Autonomous Vehicles (IAVs), from the Intelligent 

Transport in Dynamic Environments (InTraDE) project. This type of vehicle is technologically superior in many 

respects to existing automated guided vehicles. They offer greater flexibility and intelligence to manoeuvre in 

confined spaces where logistics operations take place. This includes the ability to pair/disassemble, allowing 1-

TEU (20-foot equivalent unit) IAVs to dynamically mate, transport containers of any size between 1-TEU and 1-

FFE (40-foot equivalent unit), and disassemble again. The deployment of IAVs helps port operators to efficiently 

cope with the ever-increasing container traffic in ports and avoid the need to deploy multiple 40-foot transport 

vehicles in very confined port areas. 

 

Fig. 1 Intelligent and Autonomous Vehicles (IAVs) for container transportation of containers of different sizes [8] 

There is also an increasing number of applications for the collaboration of different vehicle types. In industrial 

transport, the most obvious task is to automate the loading and unloading of transport vehicles using forklift type 

machines. In most cases the carrier vehicle is not automated, it is like a conventional, human-driven truck [9]. In 

this case, collaboration is also needed between machine and human in order to enable the start and finish of 

automated loading. A good example is presented in [10] in which the loading forklift AGV autonomously operates 

together with a truck. It should be underlined that in this case, the autonomous vehicle is not a special design, it is 

based on the transformation of a conventional forklift truck, upgraded by intelligent components (see Fig. 2.). 

  

Fig. 2 Autonomous forklift for truck loading [10] 

An interesting collaboration concept is presented in [11] in which a mobile robot, with the use of its sensors 

and robotic arm, moves a conventional pallet jack, which is also operated by a human. The worker carries out the 

loading and unloading operations, while the robot executes pallet transport. This is again an example of human-

robot collaboration in material handling using the same transport equipment. 

Finally a well-researched are should be mentioned: platooning. This has particular significance in road transport 

where closely driven interconnected trucks can achieve saving on fuel. The authors of the paper [12] focus on a 

different area – constructional site traffic – where the platooned manner improves safety, security and efficiency, 

control overall traffic flow and reduces resource usage.  

As a summary, we concluded that practical applications in the discussed area can have very different structures. 

The use of already existing machines is common, thus human collaboration can more easily be achieved. 
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3 Description of the concept 

In our former research [13] a low-cost vision-based towing truck has been developed and tested for factory site 

material transport operations. The towing truck had formerly been tested during the development in the ZalaZONE 

proving ground. Formerly we have also researched methods for material loading and unloading [14] using a 

forklift. From these and from the results of the literature analysis a new concept for autonomous vehicles’ 

collaboration has been worked out. Here following principles have been identified: 

• The solution should be cost-effective because today it is the most decisive factor regarding 

implementations. That means for us primary that we would place intelligent and costly units only where 

it is necessary. 

• As vehicles we intend to use high-capacity, industrial class products for development basis. 

The elaborated concept is depicted in Fig. 3. High capacity is secured using a towing truck and trailers. The 

towing truck will be equipped only with the necessary, basic navigation functionality, which is supplemented by 

basic safety features. Besides the towing truck can implement platooning function. This is the so-called “strong” 

component of the system. Its capacity can be multiplied by using double tugger trains following each other. 

 

Fig. 3 Collaborative vehicle concept for factory material handling tasks 

Another part of the system is an automated forklift, which is the “smart” component. It is equipped with a more 

intelligent navigational component, a more capable safety system and also a teleoperating capability. The solution 

has a single disadvantage: the intelligent forklift travels together with the towing truck. However, it is countered 

by the multiple advantages, which are as follows. There is no need to duplicate the forklift unit at the material 

source and drain stations, therefore a single unit is enough. Using this travelling loading machine, mid-stops can 

be easily implemented, making the to be implemented tasks more versatile. By having a teleoperation capability 

the forklift can be assisted during loading, unloading and travelling as well.  

4 Conclusion 

In this paper, a novel vehicle collaboration concept has been presented using the literature analysis and applying 

rational principles. The concept’s main novelty is the separation of the system components into high-capacity and 

smart units, which enables several advantages. Future research will be aimed to assess applicability details and 

exact definition of necessary functionalities. There is also an ambition to test the functionality using real vehicles. 

For this purpose existing vehicles using the ZalaZONE infrastructure would be ideal. In this case a manually driven 

vehicle can be the leader and the follower can be an already automated towing truck. 
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